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CONTENTS 1

Introduction

This thesis concerns Macdonald polynomials, which generalize several interesting functions,
including the Schur functions and, more generally, Weyl characters. For a fixed Weyl group W
associated to a crystallographic root system, the Macdonald polynomials are defined as a
unique basis of a certain ring ofW -invariant polynomials. WhenW is the symmetric group Sn,
they become a basis for the ring of symmetric functions.

Macdonald polynomials were introduced in 1987 by Macdonald as a Q(q, t)-basis, which
is orthogonal with respect to a certain inner product. Both, the polynomials and the inner
product, are defined with respect to the two variables q and t. If we fix q or t to particular
values, or if we consider W = Sn, the Macdonald polynomials reduce to other well-known
polynomials.

In the case W = Sn, they become the Macdonald symmetric functions Pλ, indexed by
partitions λ, and form a basis for the ring of symmetric functions Q(q, t)[x]Sn .

At q = t, the Macdonald polynomials reduce to the Weyl characters, which are the Schur
functions for W = Sn. At t = 1, they become the orbit sums, or the monomials for W = Sn,
which is the standard basis for the ring of symmetric functions.
Further special cases of the Macdonald polynomials for W = Sn are the Hall-Littlewood
symmetric functions at q = 0, and the Jack polynomials.

There is a remarkable combinatorial formula for Macdonald polynomials, due to Ram and
Yip, via alcove walks on an affine Weyl arrangement. Lenart gives a specialized formula for
the case W = Sn using nonattacking fillings of tableaux.

In this thesis, we provide both combinatorial formulas and show how to derive Lenart’s
from the formula of Ram and Yip.
In Section 1, we introduce the necessary background on root systems and Weyl groups. We
define Macdonald polynomials and present the mentioned specializations in Section 2, and in
Section 3, we introduce alcove walks and present the formula of Ram and Yip.

In the subsequent sections, we turn our attention to the case W = Sn. In Section 4,
we explain how the Macdonald polynomials specialize to a basis for the ring of symmetric
functions. We then discuss Lenart’s formula in Section 5. In the last section, Section 6, we
present several examples of Macdonald polynomials using both formulas.
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1 Root systems and Weyl groups

Macdonald polynomials are defined for every root system. Thus, we first give definitions and
some properties for root systems and Weyl groups. For this, we follow [8] and [3], where most
of the notation is from [8].

Let V be a real vector space with inner product ⟨ , ⟩ and finite dimension n. For each
nonzero vector α ∈ V we define the reflection as the linear operator on V given by

sαλ = λ− 2
⟨λ , α⟩
⟨α , α⟩

α.

We denote α∨ = 2 α
⟨α ,α⟩ , thus we can write sαλ = λ− ⟨λ , α∨⟩α.

The reflection sα is an orthogonal transformation: For every λ, µ in V we have

⟨sαλ , sαµ⟩ = ⟨λ , µ⟩ − 2
⟨µ , α⟩
⟨α , α⟩

⟨λ , α⟩ − 2
⟨λ , α⟩
⟨α , α⟩

⟨µ , α⟩+ 2
⟨λ , α⟩
⟨α , α⟩

· 2 ⟨µ , α⟩
⟨α , α⟩

⟨α , α⟩

= ⟨λ , µ⟩ − 4
⟨λ , α⟩⟨µ , α⟩

⟨α , α⟩
+ 4

⟨λ , α⟩⟨µ , α⟩
⟨α , α⟩

= ⟨λ , µ⟩.

Moreover, letHα be the hyperplane perpendicular to α, then sα is the orthogonal reflection
in Hα. To verify this, note that sα fixes Hα pointwise and maps α to its negative −α. Since
the orthogonal complement of Hα, as subspace of V , is Rα, and since V is the direct sum
of Hα and its complement, we can write any λ in V as λ = cα+ hα, where c is a real number
and hα is a vector in Hα. We have

sαλ = sα(cα+ hα) = sα(cα) + sα(hα) = −cα+ hα.

Definition 1.1. Let Φ be a finite nonempty set of nonzero vectors in V . We call Φ a root
system in V if the vectors in Φ - called roots - span the vector space V and if they satisfy:

(1) sα(Φ) = Φ for each α ∈ Φ,

(2) Φ ∩ Rα = {±α},

(3) ⟨α , β∨⟩ ∈ Z for each pair α, β ∈ Φ.

The rank of the root system Φ is the dimension of V . We call α∨ the coroot to the root α. The
Weyl group W of the root system Φ is the subgroup of O(V ) generated by all reflections sα
for α ∈ Φ.

Remark. Definition 1.1 defines a crystallographic root system, which omits additional condi-
tions compared to other authors definitions of a root system. Moreover, we assume that the
root systems in this thesis are irreducible, i.e., that they cannot be written as combination
of two distinct root systems. In Section 1.2, we will present all crystallographic root systems
classified by their Cartan types.

Let us have a closer look at the number of roots of a root system Φ. Definition 1.1 just
requires Φ to be a spanning set of V . Thus, we can ask for a basis of V consisting of n roots
of Φ. In fact, we can say more. Every root system Φ contains a basis ∆ = {α1, . . . , αn} ⊂ Φ
of V such that all roots of Φ can be written as integer linear combination

∑n
i=1miαi and,

moreover, the coefficients mi are either all nonnegative integers or all nonpositive integers. We
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call such a basis ∆ a simple system for Φ and its elements simple roots. According to this,
call a root a positive root or a negative root depending on the sign of the coefficients mi.
The sets of positive roots Φ+ and negative roots Φ− are called a positive, respectively, a
negative system. It is clear, that Φ = Φ+∪Φ− since each root α comes with its ’negative’ −α
and exactly one must belong to the positive system.

A positive system Φ+ depends on the choice of the simple roots. But every other set
of positive roots is of the form wΦ+ for a unique element w of the Weyl group W which is
shown in [3, Section 1.4]. Moreover, there are no two simple systems which construct the
same positive system, so we can fix a set of positive simple roots ∆ = {α1, . . . , αn} from now
on without loss of generality.

The following theorem uses such a fixed simple system to generate the Weyl group by a
more manageable, finite set of reflections.

Theorem 1.1. The Weyl group W is generated by the simple reflections s1, s2, . . . , sn.

The proof uses properties which might be useful to understand the action of the Weyl group
on the associated root system. Therefore, we will give an idea of how to proof Theorem 1.1,
although it is a well known fact.

Proofidea. We follow the proof of [3, Section 1.5]. Let W ′ = ⟨s1, . . . , sn⟩ be the subgroup
of W which is claimed to be W . The main part of the work are the proofs of

W ′∆ = Φ (1.1)

and
tsαt

−1 = stα for any t ∈ O(V ) . (1.2)

For (1.1), we refer to [3]. The conjecture (1.2) is a straightforward computation.
Let sβ be any generator of W . Since sβ = s−β and Φ = Φ+ ∪ Φ−, we consider β to be a
positive root. By (1.1), there is a w ∈W and a simple root α such that β = wα. Then, (1.2)
implies sβ = wsαw

−1 ∈W ′. Thus, every generator of W can be written as word of the simple
reflections si, which proves W =W ′.

Given a group G with set of generators T , any group element g ∈ G can be written as
a product of elements in T . The product is called a word for g and a word of the smallest
possible number of factors is a reduced word. The length of g is then the number of factors
in a reduced word, and it is denoted by ℓ(g). The length of the identity element is 0.
For an element w ∈W consider a reduced word for w as a product of the generators s1, . . . , sn,
say w = si1si2 · · · siℓ . The length ℓ(w) of w is then ℓ and we define

det(w) = (−1)ℓ(w) .

Denote the longest element of W by ω0. By [3, Section 1.8], it is unique and satisfies

ω−10 = ω0 and ℓ(ω0w) = ℓ(ω0)− ℓ(w) for all w ∈W. (1.3)

This will be useful in Section 3.2.

Definition 1.2. Define a lattice P in V by

P =
{
λ ∈ V | ⟨λ , α∨⟩ ∈ Z for all α ∈ Φ

}
.

We call P the weight lattice and its elements weights.
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The Weyl group W acts on the weight lattice since W permutes the hyperplanes Hα

perpendicular to positive roots α. Of course, the weight lattice is spanned by the dual basis,
which leads to the following definition.

Definition 1.3. The fundamental weights ω1, . . . , ωn are the dual basis to the simple
coroots, i.e., they are defined by

⟨ωi , α∨j ⟩ = δij .

The elements of the set

P+ =
{
λ ∈ V | ⟨λ , α∨⟩ ∈ N0 for all α ∈ Φ+

}
are the dominant weights. Requiring positive integers in P+, instead of nonnegative, de-
fines P++, the set of dominant regular weights.

Note, that we can define the set of weights, dominant weights and dominant regular
weights equivalently by

P =
n∑
i=1

Zωi , P+ =
n∑
i=1

N0ωi , P++ =
n∑
i=1

Nωi .

Likewise to the fundamental weights, the roots form a lattice

Q =
n∑
i=1

Zαi

called the root lattice, which is also W -invariant. Moreover, we define Q+ =
∑n

i=1N0αi as
in [8, Section 2.1]. Denote λ ≥ µ if and only if λ − µ ∈ Q+. This is a partial order on Q
and we want a similar partial order on weights. Because of Definition 1.1 (3), each simple
root is a weight, so the root lattice Q is a sublattice of the weight lattice P . But given a
root λ =

∑n
i=1 λiαi ∈ Q+, in general, it is not a dominant weight, since ⟨αi , α∨j ⟩ might be a

negative integer for suitable simple roots αj . Thus, define a partial order on weights by

λ ≥ µ if and only if λ− µ ∈ Q+. (1.4)

Remark. In many references, the definitions and notations concerning to root systems and
Weyl groups are motivated in the theory of Lie algebras. A root of a complex semisimple Lie
algebra g is a linear operator of the Cartan subalgebra h of g. This leads to the notation h∗R
(instead of V ) for the real vector space in which we define roots as vectors. The weight
lattice P is then often denoted by h∗Z, such that, for example, the structure

V = R⊗Z h∗Z

is visible from the notation.

Definition 1.4. Define the dual root system Φ∨ to a root system Φ to be the set of its
coroots Φ∨ = {α∨ | α ∈ Φ}.

Indeed, Φ∨ is a root system in V ∨ ∼= V . Let W∨ denote its Weyl group. Since we consider
a coroot α∨ as scalar multiple of α, the root system Φ∨ has the same Weyl group as Φ,
meaning

wα∨ = (wα)∨
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for any w ∈W . The set of simple coroots ∆∨ = {α∨1 , . . . , α∨n} forms a simple system in Φ∨ and
it determines the positive system (Φ∨)+ = {α∨ | α ∈ Φ+} in Φ∨. Unless otherwise defined,
we fix these systems as the simple system and positive system of Φ∨.

Recall, that any root can be written as a linear combination of the simple roots. The
height of a root α =

∑n
i=1miαi is the integer ht(α) =

∑n
i=1mi and it is not surprising to

call the root with the largest height the highest root, commonly denoted by φ.

Lemma 1.2. The height of a coroot γ∨ in Φ∨ is

ht(γ∨) = ⟨γ∨ , ρ⟩

where
ρ :=

1

2

∑
α∈Φ+

α

is called the Weyl vector.

Proof. Let γ∨ =
∑n

i=1miα
∨
i be a coroot in the root system Φ∨. We claim that ρ =

∑n
i=1 ωi.

This yields

⟨γ∨ , ρ⟩ =
n∑
i=1

mi⟨α∨i , ρ⟩ =
n∑
i=1

mi = ht(γ∨) .

Let us prove, that the Weyl vector ρ equals the sum of the fundamental weights. Definition 1.3
implies, that w :=

∑n
i=1 ωi is uniquely determined by:

⟨w ,α∨⟩ = 1 for all α ∈ ∆ . (1.5)

Fix a simple root α and consider sα(ρ). By definition, this is

sα(ρ) = ρ− ⟨ρ , α∨⟩α . (1.6)

On the other hand, we have

sα(ρ) =
1

2

 ∑
β∈Φ+\{α}

sα(β)

+
1

2
sα(α) =

1

2

 ∑
β∈Φ+\{α}

sα(β)

− 1

2
α . (1.7)

The set Φ+ \ {α} is permuted by sα – this holds for every choice of positive roots and simple
root α (see [3, Section 1.4]). Thus, (1.7) reduces to

sα(ρ) = ρ− α .

Because of (1.6), this implies

⟨ρ , α∨⟩ = 1 for all α ∈ ∆ ,

so the Weyl vector ρ satisfies the condition (1.5) which defines w =
∑n

i=1 ωi uniquely. This
completes the proof.

The proof of Lemma 1.2 implies, that any dominant regular weight µ ∈ P++ can be
written as sum ρ+ ν for a dominant weight ν ∈ P+. In particular, we get the bijection

P+ → P++

µ 7→ ρ+ µ
.
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1.1 Fundamental domains for the action of W

Consider the hyperplanes Hα for positive roots α ∈ Φ+, which determine the reflections sα.
The connected components of

V \
⋃

α∈Φ+

Hα

are called chambers. The fundamental chamber is defined by

C =
{
λ ∈ V | ⟨λ , α∨⟩ > 0 for all α ∈ Φ+

}
.

We can define C equivalently as

C =
{
λ ∈ V | ⟨λ , α∨⟩ > 0 for all α ∈ ∆

}
(1.8)

since each positive root can be expressed as a linear combination of some simple roots with
positive integer coefficients. This implies, that C is bounded by the hyperplanes Hαi perpen-
dicular to the simple root αi ∈ ∆. To prove that C is a chamber, we prove connection first.
Let λ, µ ∈ C and consider any vector on the line between them, that is,

ν = λ+ t(µ− λ) for any t ∈ (0, 1) .

For any positive root α, we have

⟨ν , α∨⟩ = ⟨λ , α∨⟩+ t⟨µ− λ , α∨⟩ = (1− t)⟨λ , α∨⟩+ t⟨µ , α∨⟩ > 0.

Thus, C is connected.
Note a third equivalent definition for the fundamental chamber

C =

n∑
i=1

R>0ωi

and denote the closure of C by

C =
n∑
i=1

R≥0ωi.

Define a partial order on V by

λ ≤ µ if and only if µ− λ ∈
n∑
i=1

R≥0αi.

It still remains to prove that the fundamental chamber C is indeed a chamber. This will
follow from corollary 1.5 – which follows from Theorem 1.4 – where we show that C is a
fundamental domain.

In this thesis, a fundamental domain for the action of W on V is a subset D of V
satisfying the following:

(i) V =
⋃
w∈W w(D) and

(ii) for each λ ∈
⋃
w∈W w(D), there is a unique µ ∈ D such that wλ = µ for a w ∈W .

Note, that a more common definition of a fundamental domain requires D to be a closed set
and that we can extend the definition for any group which acts on V .

The following lemma is from [3, Section 1.12] and verify condition (i) and a part of (ii)
for D = C.



1 ROOT SYSTEMS AND WEYL GROUPS 7

Lemma 1.3. For each λ ∈ V , there is an element µ ∈ C in the W -orbit Wλ and it
holds λ ≤ µ.

Proof. Let λ ∈ V . Choose a maximal element µ of the set {ν ∈Wλ | λ ≤ ν}, which contains
at least λ. For each simple reflection sα applies

sαµ = µ− 2
⟨µ , α⟩
⟨α , α⟩

α ∈Wλ.

Since µ is a maximal element, ⟨µ , α⟩ ≥ 0 must hold for every simple root α. By (1.8), this
implies µ ∈ C.

Theorem 1.4. The closure of the fundamental chamber C is a fundamental domain for the
action of W on V .

Proof. Let λ, µ ∈ C be in the same W -orbit, say wλ = µ for a w ∈ W . Since W ⊂ O(n), we
have

0 < ⟨λ , α∨⟩ = 2

⟨α , α⟩
⟨w−1µ , α⟩ = 2

⟨α , α⟩
⟨µ ,wα⟩ = ⟨µ ,wα∨⟩

for each positive root α ∈ Φ+. This forces w(Φ+) = Φ+ because µ ∈ C. By [3, Section
1.8], this holds if and only if w = id, so λ = µ holds. Together with Lemma 1.3 the proof is
complete.

Corollary 1.5. The fundamental chamber C is a fundamental domain for the action of W
on V .

Proof. This follows directly from Theorem 1.4.

Corollary 1.6. Each weight has exactly one dominant weight in its W -orbit.

Proof. This holds since P is W -invariant and P+ =
∑n

i=1N0ωi ⊂ C.

1.2 Realization of root systems

The root systems are classified by types, that is, up to isomorphism any root system belongs
to one type. The number of these types is finite; we differ between Type A, B, C, D, E, F
and G, where not every Type exist for every rank n. More precisely, any root system is exactly
one of the following:

An (n ≥ 1), Bn (n ≥ 2), Cn (n ≥ 3), Dn (n ≥ 4), E6, E7, E8, F4, G2

where the index is the rank of the system. The Types E,F and G are the exceptional Types,
since they just exist in finitely many dimensions. Note, that some Types are also defined
for a lower rank n than given in the list above. But then, they are isomorphic to another
mentioned Type. For instance, A1

∼= B1
∼= C1 and B2

∼= C2.
For the details of the finite classification, we refer to [3]. In this thesis, we are just

interested in one representative per Type. Each root system has a standard realization, that
is a common choice of the vector space V and the roots Φ with a fixed simple system ∆.
Indeed, there are differences in those choices up to the authors, but they are all very similar
and of course isomorphic. The examples in this section will follow the constructions in [3,
Section 2.10]. For the sake of completeness, we give a realization for every mentioned Type,
but later we will focus on Type A and rank 2 root systems. Moreover, we will define Type Cn
for n ≥ 2 to visualize the isomorphic rank 2 root systems C2 and B2.
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Let ⟨ , ⟩ be the standard scalar product on Rn, i.e., ⟨εi , εj⟩ = δij for the standard ba-
sis ε1, . . . , εn of Rn. Although it suffices to choose either the positive or the simple system,
we will give both.

Type An−1 for n ≥ 2 Let V ⊂ Rn be the vector space consisting of all vectors λ ∈ R such
that their coefficients in λ =

∑n
i=1 λiεi sum up to zero. Let the positive system be

Φ+ = {εi − εj | i ≤ j} .

Then, the simple roots are

α1 := ε1 − ε2, α2 := ε2 − ε3, . . . , αn−1 := εn−1 − εn.

The Weyl group is the symmetric group Sn.
We verify, that this defines a root system with Weyl group Sn. Conditions (2) and (3)

of Definition 1.1 follow directly from the definition of the inner product ⟨ , ⟩ and the implicit
assumption Φ = Φ+ ∪ (−Φ+).
To prove condition (1) and to understand the Weyl group, consider a vector λ =

∑n
i=1 λiεi

and a simple root αi = εi − εi+1. The simple reflection si can be identified by the transposi-
tion (i, i+ 1) ∈ Sn:

siλ = λ− ⟨λ , α∨i ⟩αi = λ− (λi − λi+1)αi = λ1ε1 + · · ·+ λi+1εi + λiεi+1 + · · ·+ λnεn.

Analogously, sα for α = εi − εj can be identified by the transposition (i, j) ∈ Sn. The Weyl
group permutes the standard basis of R, thus it permutes the roots and is the symmetric
group Sn.

Consider the vectors vi = ε1 + · · ·+ εi ∈ Rn for each 1 ≤ i ≤ n. These vectors satisfy

⟨vi , α∨j ⟩ = ⟨vi , αj⟩ =

{
1 if i = j,

0 else.

In particular, adding a scalar multiple of vn to any vector v ∈ Rn will not change the value
of ⟨v , α∨j ⟩. Thus, the fundamental weights are

ωi = vi −
i

n
vn ∈ V

for 1 ≤ i ≤ n− 1.
The highest root in Type A is φ =

∑n−1
i=1 αi = ε1 − εn with height ht(φ) = n− 1.

Example. We start with the only root system existing – up to isomorphism – of rank 1. The
root system A1 has a single simple root α = ε1 − ε2. The roots in A1 are α and −α and the
fundamental weight is ω = 1

2α, so the weight lattice is P = Zω = 1
2Zα.

We draw the vector space as horizontal line and the hyperplane Hα, which is just a point,
as a vertical line through this point. The drawn points are the weights – the roots and the
fundamental weights are labeled.

ω

Hα1

α−α
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Example. The rank 2 root system of Type A has simple roots α1 = ε1−ε2 and α2 = ε2−ε3.
The third positive root is the highest root φ = α1 + α2 = ε1 − εn. The fundamental weights
are ω1 =

2
3α1 +

1
3α2 and ω2 =

1
3α1 +

2
3α2. They determine the weight lattice P = Zω1 +Zω2:

ω1

ω2

Hα1

Hα2

Hα1+α2

α1

α2

φ
−α1

−α2

−φ

The weights – pictorially the intersection points of the dashed lines – in the gray area
are the dominant weights. They are non regular if and only if they do not lay on the hyper-
plane Hα1 or Hα2 .

Type Bn for n ≥ 2 Let V = Rn be the vector space and choose the positive system

Φ+ = {εi ± εj | i ≤ j} ∪ {εi | i = 1, . . . , n} .

Then,
α1 := ε1 − ε2, α2 := ε2 − ε3, . . . , αn−1 := εn−1 − εn and αn := εn

are the simple roots. The Weyl group W is Sn ⋊ (Z/2Z)n.
Just as for Type A, we check if this determines a root system, and again, we only verify,

that this satisfies Definition 1.1(1). For simplicity, denote

Φ+
1 = {εi ± εj | i ≤ j} , Φ+

2 = {εi | i = 1, . . . , n} and Φi = Φ+
i ∪ (−Φ+

i )

for i = 1, 2. First, consider a positive root α ∈ Φ+
1 . We claim, that sα(Φ1) = Φ1. For any

root εi ∈ Φ+
2 , we have

sαεi = εi − ⟨εi , α⟩α =

{
εk if α = εk ± εi for any k ̸= i,

εi else.

Vice versa, we have

sεiα = α− 2⟨α , εi⟩εi =

{
εk ± εi if α = εk ∓ εi for any k ̸= i,

α else.
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Now, fix a root εi ∈ Φ+
2 , then

sεiεj = εj − ⟨εj , ε∨i ⟩εi = εj − 2⟨εj , εi⟩εi =

{
εj if i = j,

−εj else,

for any root εj ∈ Φ+
2 . Since the reflections are linear operators on V , we have sα(Φ) = Φ for

any α ∈ Φ.
The simple reflections s1, . . . , sn permute and change signs of the standard basis, thus the

Weyl group W is Sn ⋊ (Z/2Z)n.
The fundamental weights are defined by

ωi =

i∑
j=1

εj for 1 ≤ i < n and ωn =
1

2

n∑
j=1

εj .

The highest root is φ = α1 + 2
∑n

i=2 αi = ε1 + ε2 with height ht(φ) = 2n− 1.

Example. The rank 2 root system of Type B has simple roots α1 = ε1 − ε2 and α2 = ε2.
The missing two positive roots are α1+α2 = ε1 and the highest root φ = α1+2α2 = ε1+ ε2.
The fundamental weights are ω1 = ε1 and ω2 =

1
2ε1 +

1
2ε2.

ω1

ω2

Hα1

Hα2

Hα1+α2
H2α1+α2

H1

H2

Hα1+α2

H2α1+α2

α1

α2

α1 + α2

φ
−α1

−α2

−α1 − α2

−α1 − 2α2

As in the previous example, the weights are pictorially the intersection points of the drawn
lines. Weights in the gray area are dominant and they are regular if and only if they do not
lie on any hyperplane.

Type Cn for n ≥ 2 Type Cn is the dual system to Type Bn. Therefore, the vector space
is again V = Rn and we choose the positive system

Φ+ = {εi ± εj | i ≤ j} ∪ {2εi | i = 1, . . . , n} .

Accordingly, the simple roots are

α1 := ε1 − ε2, α2 := ε2 − ε3, . . . , αn−1 := εn−1 − εn and αn := 2εn .

The Weyl group W is the same as in Type Bn.
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Example. The rank 2 root system of Type C – which is isomorphic to B2 – has simple
roots α1 = ε1 − ε2 and α2 = 2ε2. The missing two positive roots are α1 + α2 = ε1 + ε2 and
the highest root φ = 2α1+α2 = 2ε1. The fundamental weights are ω1 = ε1 and ω2 = ε1+ ε2.

ω1

ω2

Hα1

Hα2

Hα1+α2

Hα1+2α2

H1

H2

Hα1+α2
H2α1+α2

α1

α2

α1 + α2

φ

−α1

−α2

−α1 − α2

−φ

Type Dn for n ≥ 4 We stay in V = Rn and choose positive roots

Φ+ = {εi ± εj | i < j} .

The simple roots are

α1 := ε1 − ε2, α2 := ε2 − ε3, . . . , αn−1 := εn−1 − εn and αn := εn−1 + εn .

The fundamental weights are

ωi = ε1 + · · ·+ εi for 1 ≤ i ≤ n− 2 ,

ωn−1 =
1

2

(
n−1∑
i=1

εi

)
− 1

2
εn and ωn =

1

2

n∑
i=1

εi .

and the highest root is φ = α1 + αn−1 + αn +
∑n−2

i=2 αi with height htφ = 2(n− 1)− 1.

Types E6, E7 and E8 We first give a realization for E8. The root system is

Φ = {±εi ± εj | i < j} ∪

{
1

2

8∑
i=1

±εi | even number of positive signs

}
,

where the choices of the signs in ± in the first set are independent of each other. These 240
roots span the vector space V = R8. Fix the simple roots

α1 =
1

2

(
ε1 + ε8 −

7∑
i=2

εi

)
, α2 = ε1 + ε2 and

αi = εi−1 − εi−2 for i = 3, . . . , 8.

A realization of the root system of Type E6 can be obtained by fixing α1, . . . , α6 as the simple
roots and the vector space as their span. For E7, we just add the simple root α7.
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The highest root of E8 in this realization is

φ = ε7 + ε8 = 2α1 + 2α2 + 3α3 + 6α4 + 5α5 + 4α6 + 3α7 + 2α8

with height ht(φ) = 33.
The highest root of E7 is

φ′ = ε8 − ε7 = 2α1 + α2 + 2α3 + 4α4 + 3α5 + 2α6 + α7

with height ht(φ′) = 15, and of E6 is

φ′′ =
1

2

(
ε8 − ε7 − ε6 +

5∑
i=1

εi

)
= α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6

with height ht(φ′′) = 11.

Type F4 Let V = R4 and choose 24 roots

Φ = {±εi ± εj | i < j} ∪ {±εi | i = 1, . . . , n} ∪
{
1

2
(ε1 ± ε2 ± ε3 ± ε4)

}
where the choices of the signs in ± are independent of each other. The four simple roots then
are

α1 := ε2 − ε3 , α2 := ε3 − ε4, α3 := ε4 and α4 :=
1

2
(ε1 − ε2 − ε3 − ε4) .

The highest root is φ = 2α1 + 3α2 + 4α3 + 2α4 = ε1 + ε2 with height ht(φ) = 11.
The fundamental weights are

ω1 = ε1 + ε2 , ω2 = 2ε1 + ε2 + ε3 , ω3 =
1

2
(3ε1 + ε2 + ε3 + ε4) and ω4 = ε1 .

Type G2 Consider the vector space V ⊂ R3 consisting of all vectors λ =
∑3

i=1 λiεi such
that the coefficients sum up to zero. The root system G2 and A2 The positive roots are

Φ+ = {α1, α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2}

with simple roots
α1 := ε1 − ε2 and α2 := −2ε1 + ε2 + ε3 .

Thus, the highest root is φ = 3α1 + 2α2 = 2ε3 − ε1 − ε2 with height ht(φ) = 5. The
fundamental weights are

ω1 = −ε1 − ε2 + 2ε3 and ω2 = −ε2 + ε3.

The weight lattice P in Type G2 is the same as in Type A2 as you can see in the following
image.
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ω1

ω2

Hα1
Hα2

Hα1+α2

H2α1+α2

H3α1+α2

H3α1+2α2

H1 H2

α1

α2 α1 + α2
2α1 + α2

3α1 + α2

3α1 + 2α2

−α1

−α2−α1 − α2
−2α1 − α2

−3α1 − α2

−3α1 − 2α2

1.3 The affine Weyl group

Let V be a real vector space and ⟨ , ⟩ a non-degenerated W -invariant scalar product on V .
Let Φ be a root system with positive roots Φ+ and positive simple roots α1, . . . , αn . Define
(affine) hyperplanes

Hα,k :=
{
λ ∈ V | ⟨λ , α∨⟩ = k

}
for each positive root α and each nonnegative integer k. Denote the set of those affine
hyperplanes and hyperplanes by H.

Definition 1.5. The connected components of

V \
⋃

α∈Φ+

k∈Z

Hα,k

are called alcoves. The fundamental alcove is

A =
{
λ ∈ V | 0 < ⟨λ , α∨⟩ < 1 for all α ∈ Φ

}
.

Denote the group of affine linear functions on V by Aff(V ). Likewise to the reflections sα
at the hyperplanes Hα, let sα,k be the affine reflection at the affine hyperplane Hα,k ∈ H,
that is, sα,k ∈ Aff(V ) is defined by

sα,k(λ) = λ− (⟨λ , α∨⟩ − k)α = sα(λ) + kα .

The Weyl group is generated by the reflections sα,0 for α in Φ+ and by Theorem 1.1 it is also
generated by si := sαi,0 for i = 1, . . . , n.
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Definition 1.6. The affine Weyl group Waff is the subgroup of Aff(V ) generated by the
reflections sα,k for any positive root α and integer k.

We see immediately (by (1.2)), that

wsα,k = swα,kw for any w ∈W ,

so the Weyl group W acts normal in Waff .
Analogously to Theorem 1.1, we want an alternative and smaller spanning set for the

affine Weyl group. For that, determine the walls of the fundamental alcove A, that is, the
(affine) hyperplanes Hα,k which bound A. Let φ ∈ Φ+ be the root such that its coroot φ∨ is
the highest root φ∨ in the dual root system Φ∨. By [3, Section 4.2], we have

A = C ∩
{
λ ∈ P | ⟨λ , φ∨⟩ < 1

}
.

It follows directly, that Hα1 , . . . ,Hαn are walls of A. The last missing wall is Hφ,1.
We denote Hα0 = Hφ,1 and s0 = sα,1 such that the walls of A are denoted by

Hα0 , Hα1 , . . . , Hαn

and such that we can describe the affine Weyl group as follows:

Theorem 1.7. The affine Weyl group Waff is generated by the reflections s0, s1, . . . , sn.

We refer to [3, Section 4.3] for the proof of Theorem 1.7. The proof requires certain
properties about how the Weyl group W and the affine Weyl group Waff act on the collection
of hyperplanes H. For instance, that the affine Weyl group Waff permutes H. These properties
and their proof are given in [3, Sections 4.1 and 4.2].

Unless defined otherwise, we consider every element of Waff as word in the simple reflec-
tions s0, s1, . . . , sn as generators. The length of an element w ∈Waff , denoted by ℓ(w), is the
number of these generators in a reduced word. This coincides with our previous definition for
the length of an Weyl element w ∈W .
Note, that the identity element in Waff , denoted by 1, still has length 0.

Example. The highest coroot in Type A, B, C, D and G, respectively, are given in the
following tabular:

Φ of Type highest root φ∨ in Φ∨ φ in Φ

An ε1 − εn ε1 − εn
Bn 2ε1 ε1 = α1 + · · ·+ αn
Cn ε1 + ε2 ε1 + ε2 = α1 + 2α2 + · · ·+ 2αn−1 + αn
Dn ε1 + ε2 α1 + 2α2 + · · ·+ 2αn−2 + αn−1 + αn
G2 ε3 − ε2 2α1 + α2

Note that the root φ in general is not the highest root in Φ. They coincide just in Type A,
since the dual of An is again of Type A and the roots are all of the same length. Although
Type G2 is also self-dual, the root ϕ = 2α1+α2 is not the highest root. The roots in Type G2

have two different length, thus they can be divided into short and long roots. Taking the dual
of a root system of Type G2 swaps the length of the roots.

We draw the affine hyperplanes Hα,k in Type B2 and G2. The fundamental alcove A is
filled in gray, the hyperplanes are the black lines (as in Section 1.2) and the affine hyperplanes
are the dashed lines. The hyperplane Hα0 = Hφ,1 is drawn in black dashed lines in contrast
to the grey dashed lines of the other affine hyperplanes Hα,k.
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For Type B2, we have

ω1

ω2

Hα1

Hα2

Hα1+α2
H2α1+α2

Hα0

H1

H2

Hα1+α2

H2α1+α2

H0 = Hα1+α2,1

A

and for Type G2, we have

ω1

ω2

Hα1
Hα2

Hα1+α2

H2α1+α2

H3α1+α2

H3α1+2α2

Hα0

H1 H2

H2α1+α2,1

A

Remark. The affine Weyl group is itself a Weyl group for an affine root system on a real vector
space. The affine root system is related to a root system with simple roots α1, . . . , αn but has
an additional simple root α0.
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Theorem 1.8. The fundamental alcove A is a fundamental domain for the action of Waff .

We refer to [3, Sections 4.3 and 4.8] for the proof.

Corollary 1.9. The mapping

Waff → {alcoves in V }
w 7→ wA

is a bijection.

Proof. This follows directly from Theorem 1.8.

Example. We draw the alcoves of the rank 2 root systems A2 and B2. In each picture the
gray colored alcove is the fundamental alcove A. The other alcoves are labeled by their cor-
responding element of Waff , given by the bijection in Theorem 1.8. Moreover, each element
is given as a reduced word such that we also get their length.
For Type A, we get

Hα1

Hα2

Hα1+α2

Hα0

H1

H2

Hα1+α2

Hα1+α2,1

1

s1

s2

s0

s1s2

s2s1

ω0

s0ω0

s0s1s2

s0s2s1

s0s1

s0s2

ω0s0

ω0s0s1

ω0s0s2

s1s0s2

s1s0

s1s0s1

s2s1s0s1

s2s1s0

s2s1s0s2

s1s2s0s2

s1s2s0

s1s2s0s1

s0s2s0

s2s0

s2s0s1

Note that some words have ω0 = s1s2s1 = s2s1s2 as factor. This is for simplicity, and these
words are still reduced if we write w0 itself as one of its two reduced words in our used
generators.
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For Type B2, we just label the alcoves corresponding to an element in Waff of length 4 or less.

Hα1

Hα2

Hα1+α2

H2α1+α2

Hα0

H1

H2

Hα1+α2

H2α1+α2

H0 = Hα1+α2,1

1

s0s1s0

s2s1s2 s2s0s1

s2s1s0s1

s1s2s1s0

s1s2s0

s1

s1s0s1s0s1s2s0s1

s1s2s1s2 s2s0

s2s1s0

s2

s0s1s1s2

s1s0s1

s2s1s2s0 s2s0s1s0

s2s1

s0s1s2s1

s1s0

1.4 The extended affine Weyl group

Let λ ∈ V be a vector and tλ be the translation tλ(x) = λ+ x on V . Denote the image of a
set X by tλX = λ+X.
The translations tλ for λ ∈ P a weight form a subgroup of Aff(V ) and the affine Weyl
group Waff acts normal on tλ:

wtλ = twλw for any λ ∈ P and w ∈Waff . (1.9)

For an affine reflection, we have
sα,ktλ = tsα,k(λ)sα, (1.10)

so
tλsα,k = (sα,kt(−λ))

−1 = (tsα,k(−λ)sα)
−1 = sαtsα,k(λ).

Thus, tλ acts on the set of hyperplanes H if and only if λ ∈ P is a weight. In particular,
the translation of the fundamental alcove tλA for λ ∈ P is again an alcove and we define
the λ-polygon as λ+WA, i.e., the translation of the W -orbit of A.



1 ROOT SYSTEMS AND WEYL GROUPS 18

Example. Consider the rank 2 root systems and let λ be a weight. The λ-polygon is

tλA tλA tλA

tλA

in A2 in B2 in C2 in G2.

As we have seen in Corollary 1.9, the alcoves in V are in bijection with the elements
of Waff . The alcoves in the 0-polygon are the Weyl group W under this bijection.

Corollary 1.10. The following mapping is a bijection:

W −→ {alcoves in 0-polygon}
w 7−→ wA

Proof. Like Corollary 1.9, this follows directly from Theorem 1.8.

Definition 1.7. The subgroup of Aff(V )

W̃ = {tλw | λ ∈ P, w ∈W}

is called the extended affine Weyl group.

The Weyl group W is a normal subgroup of W̃ by (1.9). Moreover, the extended affine
Weyl group W̃ acts on the set of alcoves, since Waff does. But note, that this action dif-
fers from the action of Waff : Recall from Section 1.3, that the fundamental alcove A has
walls Hα0 , . . . ,Hαn and that Waff is generated by the simple reflections s0, s1, . . . , sn. We nu-
merate the codimension one faces of A by integers 0 to n such that face j is on Hαj . Because
of Theorem 1.8 we can extend this numeration to all alcoves by acting on A with the affine
Weyl group Waff .

For the root system A2, this is

Hα1

Hα2

Hα1+α2

H0

H1

H2

Hα1+α2

Hα1+α2,1
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This numeration is not invariant under the action of W̃ . More precisely, in contrast to
the affine Weyl group, W̃ is not in bijection to the alcoves, since there can be two different
elements tλw, tµw′ ∈ W̃ such that tλw(A) = tµw

′(A). Since W ∈ O(V ) and the set of
hyperplanes is invariant under the action of W̃ , the numeration of the facets of tλw(A) must
be different from that of tµw′(A).

Define the group

Ω = W̃/Waff = {tλwWaff | λ ∈ P, w ∈W} .

Let g be a representative of an element [g] in Ω with g(A) = A. Indeed, such an element
always exists. Thus, we can identify Ω as the group of the elements of W̃ with length 0, where
the length of w ∈ W̃ is defined as

ℓ(w) = # {Hα,k | Hα,k seperates A from wA} .

By [3, Section 4.5], this definition is equivalent to the previous definitions of the length ℓ(w)
for a w ∈Waff .

We can interpret Ω as follows: An element g ∈ Ω is a permutation of the walls of A. Any g
yields a different "sheet" in Ω× V by acting on g(A) with the affine Weyl group Waff , so we
call a g ∈ Ω a change of sheet.

Corollary 1.11. The extended affine Weyl group can be identified with the alcoves in Ω× V
by the bijection

W̃ → {alcoves in Ω× V }
w → wA

.

Proof. In fact, w ∈ W̃ has a unique presentation w = tλw
′ for a weight λ and w ∈ W .

Suppose w = tµw
′′, then tλ = tµw

′w′′ holds and the λ-polygon is tλWA = tµWA the µ-
polygon, so λ = µ. But then, w′ = w′′ must hold as well.

Example. The root system A2 has three sheets. Three representatives of distinct elements
in Ω are id, g and g2 = gg, where g = tω1s1s2. The id-sheet is the one given above. The g-sheet
is
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If we consider the representatives as permutations, we have g = (012) and g2 = (021).
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2 Macdonald polynomials

We use the notations from the previous section. Fix a root system Φ with its associated
Weyl group W . Let F = Q(q, t) be the field of rational functions in variables q, t over Q and
let A = F [P ] be the group algebra over F of the weight lattice P . The group operation on P
is addition. Therefore, we denote an element of A corresponding to a weight λ by xλ, such
that xλxµ = xλ+µ, (xλ)−1 = x−λ and x0 = 1. The xλ form a basis on A, therefore each f ∈ A
can be written uniquely as

∑
λ∈P fλx

λ where fλ ∈ F . This is well-defined, since f has finite
support.

Remark. Consider a group G and a ring R. Define δg ∈ R [G] by δg(g) = 1 and δg(h) = 0
for any h ∈ G \ {g}. Since {δg | g ∈ G} is a basis of R [G] and f =

∑
g∈G f(g)δg, one can

identify g ∈ G by δg ∈ R [G] and write fg = f(g). That is why we write f ∈ R [G] as a formal
linear combination of elements in G with coefficients in R, that is,∑

g∈G
fgg.

In fact, the product ∗ on R [G] satisfies δg ∗ δh = δg·h. If the group operation of G is addition,
it is useful to denote δg as formal exponential eg, such that we have

egeh = eg+h, (eg)−1 = e−g and e0 = 1,

where + is the group operation, −g the inverse of g and 0 the identity element of G.

The Weyl group W acts on P and we extend this action linearly to get a well-defined
action of W on A, that is,

w(f) =
∑
λ∈P

fλx
wλ

for every w ∈W . Let AW denote the subalgebra of the W -invariant functions in A.

Definition 2.1. Let λ be a dominant weight. The orbit sum corresponding to λ is

mλ =
∑
µ∈Wλ

xµ,

where Wλ denotes the W -orbit of λ.

Clearly, mλ is an element in AW for every λ ∈ P . But mλ = mwλ for every w ∈W , and –
as proven in Corollary 1.6 – the set of dominant weights P+ is a fundamental region for the
action of the Weyl group W . Thus, {mλ | λ ∈ P+} is an F -basis of AW . Another F -basis is
given in [8] by the Weyl characters χλ, λ ∈ P+, which are defined by

χλ = δ−1
∑
w∈W

ε(w)xw(λ+ρ)

where
δ =

∏
α∈Φ+

(xα/2 − x−α/2) =
∑
w∈W

ε(w)xw(ρ) ∈ A,

with ε(w) = det(w) ∈ {±1} and

ρ =
1

2

∑
α∈Φ+

α ∈ P++ is the Weyl vector.
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Writing this basis in terms of the orbit sums yields

χλ = mλ +
∑
µ<λ

Kλµmµ , where Kλµ ∈ Z . (2.1)

The sum is over lower weights than λ relative to the partial order on weight defined in (1.4).
When Φ is of Type A, we will see in Section 4.2 that the orbit sums and the Weyl characters

are the well known monomial symmetric functions and Schur functions, respectively. The
coefficients Kλµ in (2.1) – known as Kostka numbers – can then be described by the number
of certain semistandard Young tableaux relative to λ and µ. We will follow up on this in
Section 4.2.

The Macdonald polynomials will be another basis of AW – an orthogonal basis relative to
the scalar product on A we define next.

Denote

(a; q)∞ =
∏
α∈Φ

∞∏
r=0

(1− aqr)

and define
∆q,t =

∏
α∈Φ

(xα; q)∞
(txα; q)∞

.

We will only consider the case t = qk for any nonnegative integer k. Otherwise, we refer to [8].
The defined ∆q,t reduces to

∆q,t =
∏
α∈Φ

∞∏
r=0

1− qrxα

1− qr+kxα
=
∏
α∈Φ

k−1∏
r=0

(1− qrxα). (2.2)

Since the product in ∆q,t is over all roots and wΦ = Φ for every w ∈ W , ∆q,t is an element
of AW . Now, let f ∈ A and write f =

∑
λ∈P fλx

λ. Define

f :=
∑
λ∈P

fλx
−λ

and denote the constant term f0 of f by [f ]1. The bilinear form ⟨ , ⟩q,t on A, defined by

⟨f , g⟩q,t :=
1

|W |
[fg∆q,t]1 , (2.3)

is symmetric and nondegenerate.

Theorem 2.1 (Macdonald). There is a unique F -basis (Pλ)λ∈P of AW , such that

(i) Pλ = mλ +
∑
µ<λ

uλµmµ where uλµ ∈ F ,

(ii) ⟨Pλ , Pµ⟩q,t = 0 for λ ̸= µ.

The polynomials Pλ are called the Macdonald polynomials.

The complete proof is given in [8, Section 2.6 and 2.7]. But we shall sketch the proof given
there very briefly. To prove the existence of the Macdonald polynomials, construct a linear
operator D : AW → AW , which satisfies

1. ⟨Df , g⟩ = ⟨f ,Dg⟩ for all f, g ∈ AW ,
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2. Dmλ =
∑

µ≤λ cλµmµ for each λ ∈ P++ and

3. cλλ ̸= cµµ for all different λ, µ ∈ P++.

The Macdonald polynomials will appear as eigenfunctions of D. To see this, denote for
each dominant regular weight λ the eigenfunction of D with eigenvalue cλλ by Pλ. We can
assume that the coefficient cλλ of mλ is 1 (otherwise we normalize Pλ). Then, Pλ already
satisfy the first condition of Theorem 2.1. The second condition of Theorem 2.1 holds, since

cλλ⟨Pλ , Pµ⟩ = ⟨DPλ , Pµ⟩ = ⟨Pλ , DPµ⟩ = cµµ⟨Pλ , Pµ⟩,

what implies that ⟨Pλ , Pµ⟩ = 0 if λ ̸= µ because of property (3) of D.

Remark. The definition of Macdonald polynomials in Theorem 2.1 is the very first Mac-
donald gave. He later generalized this definition replacing the variable t in F = Q(q, t) by
pairwise different t1, . . . , tm, where m is the number of W -orbits of Φ. More detailed, fix
parameters c1, . . . , cm (one for each W -orbit) and let ti = qci . When Φ = An, we only have
one W -orbit, so t1 = t = qk always holds. For simplicity, we assume ci = k ∈ N for every root
system in this thesis. The more generalized definition is given in [7].

2.1 Special cases for Macdonald polynomials

The Macdonald polynomial specializes to other basis of AW if q or t are concrete values in F .
We will discuss some of these special cases for any root system Φ. In Section 4.2, we will see
further special cases for Type A.

Orbit sums Let t = 1, then

∆q,1 =
∏
α∈Φ

(xα; q)∞
(xα; q)∞

= 1.

The orbit sums mλ satisfy condition (i) of Theorem 2.1. Let λ, µ ∈ P+ be dominant weights
and write mλ =

∑
τ∈Wλ x

τ and mµ =
∑

σ∈Wµ x
σ for the orbit sums corresponding to λ and µ,

respectively. Then,

⟨mλ ,mµ⟩q,1 =
∑
τ∈Wλ

∑
σ∈Wµ

⟨xτ , xσ⟩

=
∑
τ∈Wλ

∑
σ∈Wµ

1

|W |
[
xτ−σ

]
1

=
∑
τ∈Wλ

∑
σ∈Wµ

1

|W |
δτσ

=

{
0 if Wλ ∩Wµ = ∅,
2|Wλ|
|W | else,

since each W -orbit contains exactly one dominant weight. Because of the uniqueness in
Theorem 2.1, the Macdonald polynomials are the orbit sums Pλ = mλ if t = 1.
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Weyl characters Let t = q. We will show that Pλ = χλ the Weyl character for any
dominant weight λ. We can write the Weyl character as sum of orbit sums like in (2.1). Thus,
we only need to compute the inner product of two Weyl characters.
We claim, that ∆q,q = δδ. First, note that

∆q,q =
∏
α∈Φ

∞∏
r=0

(1− xαqr)

(1− xαqr+1)
=
∏
α∈Φ

(1− xα).

We have

δδ =
∏
α∈Φ+

(xα/2 − x−α/2)(x−α/2 − xα/2)

=
∏
α∈Φ+

(1− xα − x−α + x0)

=
∏
α∈Φ+

(1− xα)(1− x−α)

=
∏
α∈Φ

(1− xα) ,

which proves ∆q,q = δδ. Since t only effects ∆q,t and since ∆q,1 = 1, we can write

⟨χλ , χµ⟩q,q = ⟨χλδ , χµδ⟩1,1 =
∑

w,s∈W
ε(w)ε(s)⟨xw(λ+ρ) , xw(µ+ρ)⟩1,1 .

The weights λ+ρ, µ+ρ are dominant regular, so by Corollary 1.6 they are in distinctW -orbits
if and only if λ ̸= µ. Therefore,

⟨χλ , χµ⟩q,q = 0

if λ ̸= µ, as desired.

Macdonald spherical functions Macdonald spherical functions are defined as the Mac-
donald polynomials for q = 0. As we will see in Section 4.4, the Macdonald polynomials in
Type A reduce to the Hall-Littlewood polynomials by setting q = 0. Macdonald spherical
functions are their generalization in any root system. If we are in the case t = qk, we are
again in the case q = t = 0 and get the Weyl characters. Since we did not introduce the scalar
product in case t ̸= qk, we just mention the existence of the Macdonald spherical functions.

3 A combinatorial formula for Macdonald polynomials

In this section, we will give two equivalent combinatorial formulas for the Macdonald poly-
nomials, which will be a sum over folded alcove walks. More accurately, we will construct a
certain walk – that is a sequence of adjacent alcoves – from the fundamental alcove A to an
alcove nearby a given dominant weight λ and we will just modify this walk by using elements
of the affine Weyl group. The first formula we present in Section 3.2 is Ram and Yip’s formula
from [10]. We will then get an equivalent formula by using an equivalent definition for alcove
walks. This second perspective on alcove walks will be needed in Section 5.
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3.1 Alcove walks

Let F = Q(q, t) be the same field as in Section 2 and let Φ be a root system in V of
rank n. Recall the (affine) hyperplanes Hα,k ∈ H defined in Section 1, which determine
(affine) reflections sα,k. Each hyperplane Hα,0 = Hα tiles V \Hα into two half spaces, called
the positive and the negative side, relative to the sign of the inner product ⟨· , α∨⟩. That
is, an element λ ∈ V belongs to the positive side of Hα if and only if ⟨λ , α∨⟩ > 0.
Equivalently, the positive sides are determined by forcing C to be on the positive side of
each Hα. We extend this orientation to the affine hyperplanes:

λ ∈ V is on the positive side of Hα,k if and only if ⟨λ , α∨⟩ − k > 0.

We want to construct alcove walks as sequences of finitely many steps between alcoves,
where a step from alcove B1 to B2 means either

• crossing their common wall if B1 ̸= B2, or (3.1)
• walking towards a wall, turning around and staying in the alcove B1 = B2, or (3.2)
• changing the sheet if g(B1) = B2 for any g ∈ Ω. (3.3)

We use the same notation and construction given in [9]. A step satisfying (3.1) is a crossing,
a step satisfying (3.2) is a fold. Including the orientation of a hyperplane and the numeration
of the facets, we define four types of crossings and folds:

positive j-crossing
c+j

j

− +

negative j-crossing
c−j

j

− +

positive j-fold
f+j

j

− +

negative j-fold
f−j

j

− +

The alcove walk algebra is defined in [9] as the algebra over F generated by Ω and the
steps c±j , f±j for 1 ≤ j ≤ n subject to the relations

c+i = c−i + f+i and c−i = c+i + f−i (3.4)
gc±i = c±g(i)g and gf±i = f±g(i)g. (3.5)

A sequence of steps satisfying (3.1), (3.2) and (3.3) can be obtained by reading a product
of the generators as concatenation. Then, a word in the generators is a concatenations of
arrows and changes of sheets.

Because of the relation in (3.5), we can always omit that a change of sheet (a g ∈ Ω) can
only be the last step of a walk, that is, the last entry of a word written in the generators. A
step starts or ends at the alcove, where the drawn arrow starts or ends, respectively. The last
step g ∈ Ω just permutes the numeration of the walls. Thus, we identify an alcove walk by the
start alcove and the sequence of crossings and folds, which leads to the following definition.

Definition 3.1. Let v ∈ W̃ . An alcove walk of type w⃗ = (i1, . . . , iℓ) beginning at v is a
concatenation of ℓ steps and a g ∈ Ω, satisfying

(i) the first step starts in the alcove corresponding to v,

(ii) the kth step starts at the alcove where the (k − 1)th step ends,
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(iii) the kth step is either an ik-crossing c±ik or an ik-fold f±ik ,

(iv) if the last step ends in ṽ, the alcove walk ends in gṽ ∈ W̃ .

By [9], the set of alcove walks beginning at the fundamental alcove A and ending in the
same sheet is a basis for the alcove walk algebra.

Remark. Definition 3.1 is slightly different from the definition of alcove walks in [9]. There,
the initial alcove is always the fundamental alcove A and a walk stays in one sheet. An alcove
walk is then a word only in the generators c±j and f±j of the alcove walk algebra. In our
definition, there are several alcove walks corresponding to the same word, since the initial
alcove is not fixed and the type does not include the change of sheets g ∈ Ω.

Write B(v, w⃗, g) for the set of alcove walks of type w⃗ = (i1, . . . , iℓ) beginning at v and
ending on the g-sheet of Ω×V . We call v = ι(p) the initial alcove of p ∈ B(v, w⃗, g) and define
the endpoint end(p) ∈ W̃ of p as the corresponding alcove where p ends. The set B(v, w⃗, g)
includes 2ℓ alcove walks since the type of w⃗ has ℓ entries. To differ between them it suffices
to know which step is a fold. For a walk p ∈ B(v, w⃗, g) let

f+(p) = {j | step j of p is a positive fold} ,
f−(p) = {j | step j of p is a negative fold} ,

and let f(p) = f+(p) ∪ f−(p) be the set of fold positions. Note, that f(p) determines f+(p)
and f−(p) (for a fixed type of the walk), so it determines p.

Example. Consider the rank 2 root systems A2 and C2 with multiple alcove walks. We do
not label the walls since the image of the walks does not depend on the change of sheets g at
the end of a walk.
First, have a look at A2. The image below shows some alcove walks.

ω1

ω2

Hα1

Hα2

Hα1+α2

Hφ,1

H1

H2

Hα1+α2

Hα1+α2,1

A

Let p1 be the alcove walk, which lies on the negative side of Hα1 , and p2 the alcove walk,
which lies on the positive side of Hα1+α2 .
The walk p1 is of type (2, 1, 0, 1, 0, 1, 2, 1, 2, 1, 0) beginning at s1 ∈Waff and with no folds. The
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alcove walk p2 is of type (0, 2, 0, 2, 1, 2) beginning at s2 ∈Waff with folds f(p2) = {4} = f+(p2).
There are three more arrows drawn in the chamber s2s1C. These do not belong to one and
the same alcove walk because any alcove walk concerning just these three steps would breach
condition (ii) of Definition 3.1. But we can define two alcove walks, each with one of the
crossings, and the fold could belong to both of these walks.

Now, consider Type C2. The next image shows two alcove walks – say q1 and q2 – of the
same type w⃗ = (0, 1, 2, 1, 0, 2, 1, 2, 0) but beginning at different alcoves and having different
sets of fold positions. Let q1 be the walk beginning at s1s2s1 ∈ Waff . This walk has positive
folds f+(q1) = {5} and negative folds f−(q1) = {2, 8}.

ω1

ω2

Hα1

Hα2

Hα1+α2

Hα1+2α2

Hα0

H1

H2

Hα1+α2
H2α1+α2

H0 = Hα1+α2,1

A

Let q2 be the other walk, beginning at s1 ∈Waff and with one positive fold f+(q2) = {4} and
one negative fold f−(q1) = {8}.

The length ℓ(p) of an alcove walk p ∈ B(v, w⃗, g) is the number of entries in its type w⃗, and
we call p a minimal alcove walk if ℓ(p) is the minimal length for a walk from ι(p) to end(p).

Example. Consider the following two walks from 1 (fundamental alcove A) to s0s1s2s1s0
(red striped alcove):

ω1

ω2

Hα1

Hα2

H0

H1

H2

Hα1+α2,1

A
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Of course, a minimal walk has no folds and its first step is a positive 0-crossing. Both walks
satisfy these conditions, but only the northern walk is a minimal walk, since it has the same
length as the ending alcove. The type of the minimal walk is w⃗ = (0, 1, 2, 1, 0).

The alcove end(p) determines a weight wt(p) ∈ P and a φ(p) ∈W by

end(p) = twt(p)φ(p) ∈ W̃ .

We call φ(p) the final direction of p and wt(p) the weight of p.

Example. Continue the previous example, let p ∈ B(1, w⃗, g) be the minimal walk given there.
The definition of minimal walk does not depend on the change of sheets g ∈ Ω, but end(p)
does. In Type A2, we have Ω = {id, (012), (021)}, where an element g ∈ Ω is a permutation
of the labels on the walls (in cycle notation).
The labeling for g = id is
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Depending on g ∈ Ω, we must consider the following λ-polygons, such that end(p) is an alcove
in tλ(WA):

H1

H2

Hα1+α2

1

2

0

1

2

H1

H2

Hα1+α2

1

2

1
0

H1

H2

Hα1+α2

1

2

2

0

g = id

wt(p) = 2ω1 + 2ω2

φ(p) = ω0

g = (012)

wt(p) = ω1 + 2ω2

φ(p) = s2

g = (021)

wt(p) = 2ω1 + ω2

φ(p) = s1

where the alcove with the squared gray pattern is tλA and the weight of p is the center λ.

From a different point of view, given a dominant weight µ ∈ P+ there is a unique element
of minimal length in the µ-polygon, say tµvµ for vµ ∈ W , and we can construct a minimal
alcove walk p of weight µ by forcing ι(p) = 1 and end(p) = tµvµ. We call p a µ-path. Note,
that there is a unique g ∈ Ω such that g−1(tµvµ) ∈Waff . The µ-path has type µ⃗ = (i1, . . . , iℓ),
where g−1(tµvµ) = si1 · · · siℓ is a reduced word. Let P(µ⃗) be the set of alcove walks of type µ⃗
beginning at v ∈W and ending at the same sheet as the µ-path.
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Given a minimal alcove walk p in the fundamental chamber C of type (i1, . . . , iℓ), denote
sequences γ = (γ1, . . . , γℓ) and j = (j1, . . . , jℓ) such that the kth step of p crosses the affine
hyperplane Hγk,jk for a positive root γk and a nonnegative integer jk. That is,

γk = ±ri1ri2 · · · rik−1
βik a positive root, (3.6)

where βik = αik , rk = sk for 1 ≤ ik ≤ n, β0 is the coroot of the highest root in Φ∨ (see
Section 1.3) and r0 = sβ0 . By Section 1, exactly one sign yields a positive root.
Since p has minimal length and is in C, we have

jk = | {i ≤ k | βi = βjk} |. (3.7)

Remark. The sequence γ is a λ-chain for a dominant weight λ. We will discuss this in the
next section.

3.2 A combinatorial formula by Ram and Yip

In 2008, Ram and Yip provided in [10] the following combinatorial formula for Macdonald
polynomials:

Theorem 3.1 (Ram and Yip, 2008). Let µ ∈ P+ be a dominant weight. For a fixed µ-path,
define the sequences (γ1, . . . , γℓ) and (j1, . . . , jℓ) as in (3.6) and (3.7). Then

Pµ =
∑

p∈P(µ⃗)

xwt(p)t
1
2 (ℓ(φ(p))−ℓ(ω0ι(p)))

 ∏
k∈f+(p)

t−
1
2 (1− t)

1− qjkt⟨γ
∨
k ,ρ⟩

 ∏
k∈f−(p)

t−
1
2 (1− t)qjkt⟨γ

∨
k ,ρ⟩

1− qjkt⟨γ
∨
k ,ρ⟩

 .

Remark. The original formula in [10, Theorem 3.4] is for the generalized definition of Mac-
donald polynomials, which uses several variables ti (we mentioned this in Section 2). But
when ti = t = qk for each ti – as we assume – the original formula reduces to the one in
Theorem 3.1.

If µ is not regular, the formula computes a scalar multiple of the Macdonald polynomial Pµ.
In this case, we just have to normalize the polynomial, i.e., we have to divide it by the leading
coefficient (the coefficient of mµ).
Remark. We just have to normalize the polynomial, because we did not introduce the theory
and methods, which provide the Ram and Yip’s formula. In their proof of [10, Theorem
3.4], some terms vanish or are equal to smaller terms under a certain relation. The details
of the applied methods are given in [10, Section 2]. In fact, Ram and Yip state an alternate
formula for the Macdonald polynomials Pµ when µ is not regular. This formula follows from
the property of a µ that it is the same as wµ for at least one w ∈ W . That is, the stabilizer
Wµ of µ is not trivial. The formula in Theorem 3.1 can then be compressed as a sum over
walks in P(µ⃗), which start in certain representatives of W/Wµ, multiplied by the Poincaré
polynomial of Wµ. The concrete formula is given in [10, Section 3].

Indeed, the formula in Theorem 3.1 can be written as

Pµ =
∑

p∈P(µ⃗)

xwt(p)t
1
2 (ℓ(φ(p))−ℓ(ω0ι(p))−|f(p)|)(1− t)|f(p)|

 ∏
k∈f(p)

1

1− qjktht(γ
∨
k )

 ∏
k∈f−(p)

qjktht(γ
∨
k )


which follows directly by Lemma 1.2 and (1.3).

The formula in Theorem 3.1 just needs one alcove walk, namely a µ-path. The sum is
then over alcove walks similar to this µ-path, but transformed by starting in another alcove
than the fundamental alcove A, or changing crossings into folds. The following lemma shows,
how this affects the weights and final directions of walks in P(µ⃗).
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Lemma 3.2. Let p, q, t be alcove walks of the same type w⃗ = (i1, . . . , iℓ), beginning in the 0-
polygon and ending with the same change of sheet g ∈ Ω. Let f(p) = f(q) ⊂ f(t) be the sets
of folds such that f(t) \ f(p) = {j} and let Hα,k be the hyperplane which is crossed by the jth
step of p. Then

(i) ι(p)−1 end(p) = ι(q)−1 end(q),

(ii) ι(p)−1wt(p) = ι(q)−1wt(q) and ι(p)φ(p) = ι(q)φ(q), and

(iii) wt(t) = sα,k wt(p) and φ(t) = sαφ(p).

Proof. Without loss of generality, suppose ι(p) = 1 and - because of (3.5) - suppose g = 1.

(i) The alcove end(p) is then defined as the alcove, where the last step ends. The directions
of the steps are determined by the numeration of the walls, which is invariant under the
action of the affine Weyl group. Thus, if the kth step of p ends at an alcove B, the kth
step of q ends at ι(q)B. It follows directly, that end(q) = ι(q) end(p).

(ii) The weights wt(p),wt(q) and the final directions φ(p), φ(q) ∈W are determined by

end(p) = twt(p)φ(p) and end(q) = twt(q)φ(q)

By (i) and (1.9), we have

end(q) = twt(q)φ(q) = ι(q)twt(p)φ(p) = tι(q)wt(p)ι(q)
−1φ(p).

The action of the Weyl group does not change sheets, therefore

wt(q) = ι(q) wt(p) and φ(q) = ι(q)−1φ(p)

as desired.

(iii) The first j−1 steps of p and t are the same. Let Hα,k be the hyperplane which is crossed
by the jth step of p. Recall that the labeling on the facetts of the alcoves is given by
acting on the labeling of the fundamental alcove (on any sheet) with Waff . Thus, if a
step j +m of p, m ≥ 0, ends at an alcove ṽ, step j +m of t ends at sα,kṽ. By (1.10),
the walk t ends at

end(t) = sα,k end(p) = sα,ktwt(p)φ(p) = tsα,k(wt(p))sαφ(p),

which is on the same sheet as end(p). It follows, that

wt(t) = sα,k(wt(p)) and φ(t) = sαφ(p).

Let p be a minimal alcove walk with sequences γ = (γ1, . . . , γℓ) and j = (j1, . . . , jℓ) like
defined in (3.6) and (3.7). For a subset T = {k1, . . . , ks} ∈ [ℓ], define

ψ(T ) = sγ1,j1 · · · sγℓ,jℓ and Ψ(T ) = sγ1 · · · sγℓ . (3.8)

Corollary 3.3. Let µ ∈ P+ be a dominant weight and define the sequences γ and j as in
(3.6) and (3.7) for the µ-path. Let vµ be its final direction. Then,

Pµ =
∑
w∈W
T⊆[l]

Xw(ψ(T )µ)t
1
2 (ℓ(w

−1Ψ(T )(vµ))−ℓ(ω0w)−|T |)(1− t)|T |

(∏
k∈T

1

1− qjktht(γ
∨
k )

) ∏
k∈T−

w

qjktht(γ
∨
k )


where T−w ⊆ T is the set of negative folds of a walk q ∈ P(µ⃗) with folds f(q) = T and initial
alcove ι(p) = w.
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Example in type A2 Recall the construction of the root system A2 in Section 1.2. We
want to compute the Macdonald polynomial Pρ for the Weyl vector ρ = ω1 + ω2.

The minimal length representative of the ρ-polygon is s0. We have 12 walks of type (0):

H1

H2

Hα1+α2

ρ

H1

H2

Hα1+α2

ρ

First, consider the 6 unfolded walks on the left. The corresponding weight to a walk is marked
with an unfilled circle. For each unfolded walk p, we have wt(p) = ι(p)ρ and φ(p) = w0ι(p)
such that these 6 walks produce the sum∑

w∈W
Xwρt1/2(ℓ(w0w)−ℓ(w0w)) =

∑
w∈W

Xwρ = mρ (3.9)

in the formula. In fact, the coefficient of mρ in Pρ is one by definition. Since ρ is a regular
weight, any fold in the walk would lead to a smaller weight than ρ. Thus, the unfolded walks
are exactly the ones corresponding to the term mρ, like we have also computed above.

The sequences by (3.6) and (3.7) are just

γ1 = α1 + α2 and j1 = 1

so ht(γ∨1 ) = ht(α∨1 + α∨2 ) = 2. Each walk p of the 6 alcove walks with fold satisfy

end(p) = ι(p) = φ(p) and wt(p) = 0.

The fold of a walk with initial alcove 1, s1 or s2 is negative, otherwise positive. Thus, the
remaining sum of the formula is∑

w∈W
t1/2(ℓ(w)−ℓ(w0w)−1) (1− t)

1− qt2

∏
w∈{1,s1,s2}

qt2 =
1− t

1− qt2
(t+ 1 + 1 + qt2(t−2 + t−1 + t−1))

=
1− t

1− qt2
(t+ 2 + q + 2qt)

and together with (3.9), we have

Pρ(q, t) = mρ +
1− t

1− qt2
(t+ 2 + q + 2qt). (3.10)

Now, let us compute the Macdonald polynomial for a not regular weight. Let µ = 2ω2

be this weight, then we already know which terms appear in the corresponding Macdonald
polynomial:

Pµ = mµ + uµω1mω1 ,

since ω1 is the only weight such that µ− ω1 ∈ Q+.
There are two walks per each weight in Wµ:
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µ

H1

H2

Hα1+α2

Using the formula of Theorem 3.1, the leading coefficient is (t−
1
2 + t

1
2 ) = t−

1
2 (1+ t). Thus, the

formula must be divided by this scalar to normalize the polynomial. Since Pµ is symmetric, we
only need to consider the alcove walks in P(µ⃗) with weight ω1 to determine the coefficient uµω1

of mω1 . These are the following six:

ω1

µ

H1

H2

Hα1+α2

µ

H1

H2

Hα1+α2

ω1

µ

H1

H2

Hα1+α2

1−t
1−qt(qt

−1/2 + t−1/2) 1−t
1−qt2 (qt

3/2 + t1/2) (1−t)2
(1−qt)(1−qt2)(qt

1/2 + qt3/2)

where the given terms are determined by the appearing folds T− ⊂ T ∈ {1, 2} and the
sequences γ = (α1 + α2, α2) and j = (1, 1). Summarize these terms to get the coefficient
of mω1 in Pµ, which is

uµω1 = t1/2

1+t

(
1−t
1−qt(qt

−1/2 + t−1/2) + 1−t
1−qt2 (qt

3/2 + t1/2) + (1−t)2
(1−qt)(1−qt2)(qt

1/2 + qt3/2)
)

= q−qt−t+1
1−qt

Example in type B2 Recall the construction of the root system B2 in Section 1.2. Like
in the previous example we want to compute the Macdonald polynomial Pρ for the Weyl
vector ρ = ω1+ω2. Now, the minimal length representative of the ρ-polygon is s1s2s0, so the
sum in formula of Theorem 3.1 is over 23 = 8 walks per element of the Weyl group, i.e., 64
walks. Moreover, we already know, which weights of the walks will appear: each weight in
the W -orbit Wµ for µ ≤ ρ, that is µ ∈ {ρ, ω2}. Thus, the Macdonald polynomial Pρ is

Pρ = mρ + uρω2mω2

for a coefficient uρω2 ∈ F .
We first have to figure out, which walk belongs to which weight. Lemma 3.2 tells us, what
the weights (and thus the final directions) of a walk are. Like in the previous example, we
mark a weight by an unfilled circle and by a filled circle if it is the weight corresponding to a
walk with initial alcove 1. Let us start with the 8 unfolded walks:
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H1

H2

Hα1+α2

H2α1+α2

ρ

Any walk p of type (0, 1, 2) without folds has weight wt(p) = ι(p)ρ and final direc-
tion φ(p) = w0ι(p). It is not surprising, that this yields the term

mρ =
∑
w∈W

Xwρ.

For every other walk, we need the sequences defined by (3.6) and (3.7), which are

γ = (α1 + α2, α1 + 2α2, α1 + α2) and j = (1, 1, 2)

so ht(γ∨1 ) = ht(γ∨3 ) = ht(2α∨1 + α∨2 ) = 3 and ht(γ∨2 ) = ht(α∨1 + α∨2 ) = 2.

In fact, we do not have to consider every walk: the Macdonald polynomial is symmetric by
its definition in Theorem 2.1, so it suffices to consider the walks with weight ω2 to determine
the coefficient uρω2 . We draw these walks and give their negative folds and the term they
produce:

H1

H2

Hα1+α2

H2α1+α2

ρ

H1

H2

Hα1+α2

H2α1+α2

ρ

T = {3} = T−1 = {3} = T−s1
(1− t)

1− q2t2
(q2 + q2t)

T = {2} = T−s2 , T
−
s1s2 = ∅

(1− t)

1− qt3
(qt2 + 1)



3 A COMBINATORIAL FORMULA FOR MACDONALD POLYNOMIALS 33

H1

H2

Hα1+α2

H2α1+α2

ρ

H1

H2

Hα1+α2

H2α1+α2

ρ

T = {1}, T−s2s1 = T−s1s2s1 = ∅
(1− t)

1− qt2
(1 + t)

T = {2, 3} = T−s2 = {2, 3}, T−s1s2
(1− t)2

(1− qt3)(1− q2t2)
(qt+ qt2)

H1

H2

Hα1+α2

H2α1+α2

ρ

H1

H2

Hα1+α2

H2α1+α2

ρ

T = {1, 3}, T−s1 = T−s1 = {1}
(1− t)2

(1− qt2)(1− q2t2)
(qt+ qt)

T = {1, 2}, T−s2 = T−s1s2 = {1}
(1− t)2

(1− qt2)(1− qt3)
(qt+ qt2)

H1

H2

Hα1+α2

H2α1+α2

ρ

T = {1, 2, 3}, T−1 = {1}, T−s1 = {1, 2}
(1− t)3

(1− qt2)(1− qt3)(1− q2t2)
(q + q2t4)
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The coefficient uρω2 is the sum of the given terms:

uρω2 =
(1− t)

1− q2t2
(q2 + q2t) +

(1− t)

1− qt3
(qt2 + 1) +

(1− t)

1− qt2
(1 + t)

+
(1− t)2

(1− qt3)(1− q2t2)
(qt+ qt2) +

(1− t)2

(1− qt2)(1− q2t2)
(qt+ qt)

+
(1− t)2

(1− qt2)(1− qt3)
(qt+ qt2) +

(1− t)3

(1− qt2)(1− qt3)(1− q2t2)
(q + q2t4)

3.3 Combinatorial formulas for special cases

Recall the special cases for the Macdonald polynomials defined in Section 2.1: the Macdon-
ald spherical functions, the Weyl characters and the orbit sums. We obtain formulas from
Theorem 3.1 for these polynomials by setting q = 0, q = t and t = 1, respectively.

Given a dominant weight µ, let P+(µ⃗) ⊂ P(µ⃗) be the subset of all non-negatively folded
walks in P(µ⃗).

Corollary 3.4. The Macdonald spherical function for a dominant weight µ is

Pµ =
∑

p∈P+(µ⃗)

xwt(p)t
1
2
(ℓ(φ(p))−ℓ(ω0ι(p))−|f(p)|)(1− t)|f(p)|.

Corollary 3.5. The Weyl character for a dominant weight µ is

χµ =
∑

p∈P+(µ⃗)
|f(p)|=ℓ(φ(p))−ℓ(ω0ι(p))

xwt(p).

Setting t = 1 in theorem 3.1 yields the same formula for orbit sums as in their Defini-
tion 2.1.

Corollary 3.6. The orbit sum for a dominant weight µ is

mµ =
∑

p∈P(µ⃗)
|f(p)|=0

xwt(p) =
∑
w∈W

xwµ.

If µ is a dominant regular weight, the final direction of a µ-path is ω0 (otherwise, the
leading term of the Pµ in Theorem 3.1 would not be 1). Thus, for a dominant regular
weight µ ∈ P++, the formula in Corollary 3.4 reduces to

Pµ =
∑

p∈P+(µ⃗)

xwt(p)t
1
2
(ℓ(ι(p))−|f(p)|)(1− t)|f(p)|

and Corollary 3.5 to
χµ =

∑
p∈P+(µ⃗)
|f(p)|=ℓ(ι(p))

xwt(p).

In addition, using Corollary 3.3 we can cancel some exponents and get the next corollary.
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Corollary 3.7. The Macdonald polynomial for a regular weight µ is

Pµ =
∑
w∈W
T⊆[l]

Xw(ψ(T )µ)t
1
2
(ℓ(w)−ℓ(wΨ(T ))−|T |)(1− t)|T |

(∏
k∈T

1

1− qjktht(γ
∨
k )

) ∏
k∈T−

w

qjktht(γ
∨
k )


where T−w ⊆ T is the set of negative folds of a walk q ∈ P(µ⃗) with folds f(q) = T and initial
alcove ι(p) = w.

Remark. In fact, the formulas for Macdonald spherical functions and Weyl characters were
stated independent of Ram and Yip’s combinatorial formula for Macdonald polynomials and
Theorem 3.1 reduces to them. For more details, we refer to [12] for the Macdonald spherical
functions in terms of positively folded alcove walks. An equivalent formula for the Weyl
characters in terms of certain positively folded alcove walks is given in [1] using the Littelmann
path model.

3.4 An equivalent combinatorial formula

Recall Definition 3.1 of alcove walks. As discussed in section 3.1, any alcove walk p is uniquely
determined by

its type w⃗, its initial alcove ι(p), a g ∈ Ω and the set of fold positions f(p).

Let us call them for a moment the defining information. The formula in Theorem 3.1 needs
further statistics about walks – like the weight, final direction and certain sequences of roots –
which are determined by the defining information. Therefore, it might be useful to give an
equivalent definition of alcove walks using those statistics. This subsection will give such an
definition and we will transfer further definitions out of Section 3.1 to this new point of view.
We will finally get an equivalent formula for the Macdonald polynomials Pµ, with which Pµ
can be computed without drawing alcove walks. In fact, we get the same formula as stated as
Ram and Yip’s formula in [5]. This formula will be used in Section 5 to obtain a combinatorial
formula for the Macdonald symmetric functions. Note that the following definitions are from
[5], but not the explanations why they are equivalent to the previous ones.

Given the defining information but g ∈ Ω, the alcove ṽ – the alcove where the ℓth step
ends – is already uniquely determined. Then, end(p) ∈ {gṽ | g ∈ Ω} is uniquely determined
either by g ∈ Ω, the weight wt(p) or the final direction φ(p).
Instead of giving the type w⃗ = (i1, . . . , iℓ) and the set of folds, we can give the sequence of
alcoves and walls like in the following definition from [5]:

Definition 3.2. An alcove walk of weight µ is a sequence Ω = (A0, F1, A1, F2, . . . Fℓ−1, Aℓ, µ)
where A0, . . . Aℓ are alcoves, λ ∈ P is a weight, and for each i = 1, . . . , ℓ, Fi is a codimensional
one common face of the alcoves Ai−1 and Ai. We call Ω a minimal alcove walk if it is a
minimal length alcove walk from A0 to Aℓ. The weight of the alcove walk is denoted by wt(Ω).

Let Ω = (A0, F1, A1, F2, . . . Fℓ−1, Aℓ, µ) be a sequence in the sense of Definition 3.2. We
can identify Ω as alcove walk by Definition 3.1: The walk begins at the alcove A0, which
belong to a unique corresponding element v ∈ Waff by Corollary 1.9. Let Hαj ,k be the wall
which includes Fi for any 1 < i < n. Since Fi is defined as part of the common wall Hαj ,k, the
alcoves Ai−1 and Ai must be either adjacent or equal. Thus, a consecutive triple (Ai−1, Fi, Ai)
is either a j-crossing or a j-fold, respectively.
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Definition 3.3. Let µ be a dominant weight. Analogously to the definition of a µ-path using
Definition 3.1, we define a µ-path as minimal alcove walk

(A,F1, A1, F2, . . . Fℓ−1, Aℓ, µ)

which has weight µ, starts at the fundamental alcove A and ends at the alcove Aℓ, which
has the minimal length representative of all alcoves in the µ-polygon. The µ-chain is a
sequence of positive roots Γ = (γ1, . . . , γℓ), such that Fk is part of a hyperplane Hγk,jk ∈ H
for every k ∈ {1, . . . , ℓ}.

A µ-chain Γ is the sequence we already defined in (3.6). The sequence j = (j1, . . . , jℓ),
defined in (3.7), can be obtained by Γ. Thus, the combinatorial formula in Theorem 3.1 just
needs the µ-chain Γ = (γ1, . . . , γℓ) of a dominant weight µ.

Because of Lemma 3.2, we define the action of W on alcove walks by

wΩ = (wA0, wF1, wA1 . . . , wFℓ−1, wAℓ, wµ)

to obtain alcove walks of the same type (relative to Definition 3.1) but with another initial
alcove. Analogously, if we change a crossing into a fold at the kth step of Ω, we can describe
this by an operator Fk, which acts on Ω by

fk(Ω) = (A0, F0, . . . , Ak, Fk, sγk,jkAk+1, sγk,jkFk+1, . . . , sγk,jkFl−1, sγk,jkAl, sγk,jkµ)

Fix a µ-chain to a dominant weight µ. Let F(Γ) := {(w, T ) | w ∈ W, T ⊂ [ℓ]} and encode
an element (w, T ) ∈ F(Γ) as alcove walk wfT (Ω), where Ω is the µ-path corresponding to Γ,
and fT is the concatenation of operators fk1 · · · fkm for T = {k1, . . . , km}. Lemma 3.2 holds
and we define Ψ(T ) and ψ(T ) like in (3.8).

Now, we can rewrite Theorem 3.1 using the notations in this subsection:

Corollary 3.8. Let µ ∈ P+ be a dominant weight and Γ a µ-chain. The Macdonald polyno-
mial is

Pµ =
∑

(w,T )∈F(Γ)

xwψ(T )µt
1
2
(ℓ(w−1Ψ(T )vµ)−ℓ(ω0w)−|T |)

(∏
k∈T

1

1− qjktht(γ
∨
k )

) ∏
k∈T−

w

qjktht(γ
∨
k )


where vµ is the final direction of the µ-path, and T−w denotes the set of negative folds of the
walk (w, T ).

Corollary 3.9. Let µ ∈ P++ be a dominant regular weight and Γ a µ-chain. The Macdonald
polynomial is

Pµ =
∑

(w,T )∈F(Γ)

xwψ(T )µt
1
2
(ℓ(w)−ℓ(wΨ(T ))−|T |)

(∏
k∈T

1

1− qjktht(γ
∨
k )

) ∏
k∈T−

w

qjktht(γ
∨
k )


where vµ is the final direction of the µ-path, and T−w denotes the set of negative folds of the
walk (w, T ).

This formula gets by so far almost without drawing alcove walks. The remaining question
is, how the negative folds T−w can be obtained from T without drawing alcove walks. To
answer this, define the most known partial order on the Weyl group – the Bruhat order.
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Definition 3.4. Write w ≥ u for two elements w, u ∈W if the following two conditions hold:

(i) w = usβ for a β ∈ Φ,

(ii) ℓ(w) ≥ ℓ(u).

The transitive closure of this relation defines a partial order on W , called the Bruhat order.

Remark. For consistency, we use the same definition for the Bruhat order as Lenart in [5].
This definition can also be found in [3, Section 5.9], however, there are equivalent definitions
mentioned. Let w = usβ for w, u ∈W and a reflection sβ ∈W . Then, by (1.2),

w = usβ = u(u−1su(β)u) = su(β)u.

Since u(β) is a root, we can exchange condition (i) of Definition 3.4 by w = sβu or u = sβw.
The same argument shows that w ≥ u if and only if w−1 ≥ u−1. Let w ≥ u, so w = usβ for
a root β. Then u−1 = sβw

−1, and hence u−1 = w−1su−1(β). Condition (ii) of Definition 3.4
holds, since ℓ(v) = ℓ(v−1) for any v ∈W .

By [5], we finally get a tool to determine a negative fold of a walk.

Lemma 3.10. Let Γ = (γ1, . . . , γℓ) be a λ-chain and let (w, T ) ∈ F(Γ) be an alcove walk with
set of folds T = {t1 < · · · < tm}. A fold tk in (w, T ) is positive if and only if

wsβ1 . . . sβk−1
> wsβ1 . . . sβk−1

sβk ,

where βi = γti for i = 1, . . . ,m.

Likewise to [5], use the Bruhat chain

w, wsγt1 , wsγt1sγt2 , . . . , wsγt1 · · · sγtm

to determine all the positive and negative folds in T = {t1 < · · · < tm}.

Example. Recall the example in Section 3.2 about Pρ in Type B2 with ρ-chain

γ = (α1 + α2, α1 + 2α2, α1 + α2).

Consider the walk in P(ρ) with initial alcove w = s1 and folds T = {2, 3}, so let β1 = α1+2α2

and β2 = α1 + α2 such that sβ1 = s1s2s1 and sβ2 = s2s1s2. Pictorially, the set of negative
folds is T−w = {2}. The same set of negative folds follows by the Bruhat chain, which is

s1 < ω0 > s2.

4 Macdonald polynomials in Type A

Historically, mathematicians started studying symmetric functions, which had a partition as
input. It turned out, partitions are in bijection to dominant weights in root systems of Type A.
This leaded to generalizations of symmetric functions by changing the input to weights of any
root system. In this section we will explain the relation between partitions and weights in
Type A, and how this effects the group algebra A = F [P ].
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4.1 Symmetric polynomials

Macdonald polynomials are defined in the group algebra F [P ]. If the root system Φ is of
Type An−1, the group algebra becomes the polynomial ring of symmetric functions. We
introduce them similar to [8] and [11].

Consider the polynomial ring Z[x1, . . . , xn], where x1, . . . , xn are independent indetermi-
nates. The symmetric group Sn acts naturally on Z[x1, . . . , xn] by permuting the xi’s and
the polynomials which are invariant under this action form a subring Λn – the subring of
symmetric polynomials in x1, . . . , xn. In fact, Λn is a graded ring, that is

Λn =
⊕
r≥0

Λrn and ΛnΛm = Λn+m,

where Λrn is the additive group of homogeneous symmetric polynomials of degree r. There
is a surjective homomorphism Λn+1 → Λn defined by setting xn+1 = 0. Thus, we consider a
polynomial in Λn in

Λ =
⊕
r≥0

Λr

where Λr = lim←
n

Λrn is the projective limit of Λrn for r ≥ 0.

The property of a polynomial to be symmetric does not depend on the ring Z. We can
easily change the ring Z to any ring R and shall write

ΛR = Λ⊕Z R and ΛR,n = Λn ⊕Z R.

Remark. Let f be a symmetric function in ΛR. We write f(x1, . . . , xn) for the image of f in ΛR,
obtaining that xk = 0 for all indices k > n. Thus, the image f(x1, . . . , xn) is in ΛR,n. Instead of
permuting the xi’s, let the symmetric group act on the exponents of the monomials xµ11 x

µ2
2 · · ·

in f . This provides the same symmetric polynomials as in Λn.
The exponents of a symmetric function in are determined by a sequence of nonnegative

integers µ = (µ1, µ2, . . . ), the symmetric group Sn acts on them naturally by permuting the
first n entries:

wµ = (µw(1), µw(2), . . . , µw(n), µn+1, µn+2, . . . ).

When the sequence has length n, it suffices to regard it ordered by size – as a partition.
Therefore, many symmetric polynomials of interest are defined corresponding to a partition.

Definition 4.1. A partition of a nonnegative integer m is a sequence λ = (λ1, . . . , λn) of
weakly decreasing nonnegative integers which sum up to m. We then write |λ| = m. The
length ℓ(λ) of λ is the number of parts n in the sequence. If the sequence is strictly decreasing
and ends with λn = 0, we call λ a regular partition.

To simplify the notation of a concrete partition, write λ = (1m1 , 2m2 , . . . ) if λ has mr

parts of size r.
It is convenient to ignore parts of size zero since adding or subtracting such parts only changes
the length. That means especially, we can always assume that a partition of m has length m
by adding or subtracting parts of size zero. To avoid confusion, denote the length of a
partition λ after subtracting all parts of size zero by ℓmin. Hence, the length of a regular
partition is ℓ(λ) = ℓmin(λ) + 1.

Given two partitions λ and µ, without loss of generality of the same length n, define the
sum ν = λ+ µ as partition with

νi = λi + µi for every 1 ≤ i ≤ n.
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This defines an associative operation on the set of partitions of any length.

Definition 4.2. Let λ, µ be partitions of m, without loss of generality of the same length n.
Write λ ⊵ µ if

λ1 + · · ·+ λi ≥ µ1 + · · ·+ µi

for every i = 1, . . . , n. This defines a partial order, called the dominance order, on the
partitions of m.

Example. The dominance order is a total order for m = 1, 2, 3, 4:

(1)

(2) ▷ (1, 1)

(3) ▷ (2, 1) ▷ (1, 1, 1)

(4) ▷ (3, 1) ▷ (2, 2) ▷ (2, 1, 1) ▷ (1, 1, 1, 1).

The two partitions (3, 1, 1) and (4, 2) of 6 are not related to each other, so the dominance
order in indeed just a partial order in general.

The dominance order can be visualized using Young diagrams. We will follow up on this
in Section 5.1.

Theorem 4.1. There is a bijection between the set of partitions of length n−1 and the set of
dominant weights in Type An−1, which is compatible with the additions defined on both sides.
The partial order on weights is then identified with the dominance order on partitions under
this bijection.

Proof. Recall from Section 1.2 the realization for Type An, so let V ⊂ Rn be the vector
space consisting of all vectors whose coefficients in the linear combination in the standard
basis sum up to zero, and let ωi = vi − i

nvn for 1 ≤ i ≤ n − 1 be the fundamental weights
where vj = ε1 + · · ·+ εj for 1 ≤ j ≤ n.
Let λ = (λ1, . . . , λn−1, 0) be a partition. We can think of λ as vector

∑n
i=1 λiεi in Rn, and

we can transform λ to a vector in V by subtracting |λ|n vn. We prove that

µ := λ− |λ|
n
vn ∈ V

is a dominant weight. Indeed, we can write µ =
∑n−1

i=1 aiωi for unique coefficients ai, and the
definition of the fundamental weights yields

µi − µi+1 = ai.

On the other hand, we have

µi − µi+1 =

(
λi −

|λ|
n

)
−
(
λi+1 −

|λ|
n

)
= λi − λi+1

which is a nonnegative integer since λ is a partition. Thus, µ can be written as a nonnegative
integer linear combination of the fundamental weights, as desired.
Vice versa, a dominant weight µ =

∑n−1
i=1 aiωi determines a unique partition λ = (λ1, . . . , λn−1)

by the rule

λk =
n−1∑
i=k

ai for 1 ≤ k ≤ n− 1.
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The described mappings are inverse to each other, so they are bijections. It should be clear
by construction, that this bijection preserves the additions defined on partitions and weights,
respectively.

Remark. The described bijection in the proof of Theorem 4.1 is a change of bases. A dominant
weight µ corresponds to a partition λ = (λ1, . . . , λn−1, λn = 0) under the bijection if and only
if

µ =
n−1∑
i=1

µiωi =
n∑
i=1

(
λi −

i

n

)
εi.

Analogously, there is a bijection between dominant regular weights and regular partitions
what explains the similar name.

Corollary 4.2. There is an bijection between regular partitions of length n and dominant
weights in Type An−1, which is compatible with the additions defined on both sides.

Corollary 4.3. The group algebra F [P ] in Type A is isomorphic to the ring of symmetric
functions ΛF .

We next describe more relations between symmetric functions and the root system of
Type A by considering some well known bases for the ring of symmetric functions ΛR. Their
definitions and properties – like to be a basis for ΛR – are from and given in [8, Section 1].

Monomial symmetric function Given a sequence µ of n nonnegative integers, consider
the monomial xµ =

∏n
i=1 x

µi . If λ is a partition of length n, we define the monomial
symmetric function mλ as sum of all distinct monomials xµ such that µ = σ(λ) for any
permutation σ ∈ Sn. That is,

mλ =
∑
µ∈Snλ

xµ,

where Snλ is the Sn-orbit of the partition λ.
The monomial symmetric functions mλ form a Z-basis of the ring ΛZ.

Example. We determine some monomial symmetric functions mλ. The simplest ones are

m(m) =
∑
i

xmi and

m(1m) =
∑

i1<···<im

xi1 · · ·xim

where the sum is over numbers between 1 and n = ℓ(λ). To shorten the index λ of mλ, we
write the partition often of minimal length, and the sum is then from 1 to n for an n ≥ ℓmin(λ).
In the next sections, in particular in Section 5.3, we will express symmetric functions as linear
combinations of the monomial symmetric functions corresponding to λ of m = 1, 2, 3, 4. These
are the following (except m(m) and m(1m)):

m(2,1) =
∑
i ̸=j

x2ixj ,

m(3,1) =
∑
i ̸=j

x2ixj ,

m(2,1,1) =
∑
i ̸=j,k
j<k

x2ixj .
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Theorem 4.4. The orbit sums in Type An−1 are the monomial symmetric functions subject
to x1 · · ·xn = 1.

Proof. Let µ be a dominant weight in Type An−1 and let λ = (λ1, . . . , λn−1, 0) be the corre-
sponding partition by the bijection in Theorem 4.1, that is

µ =

n−1∑
i=1

µiωi =

n∑
i=1

(
λi −

i

n

)
εi.

Likewise to [8, Section 2.3], let xi = xεi−
1
n
vn where vn = ε1 + · · ·+ εn. Then, we have

x1 · · ·xn = x0 = 1.

Moreover, the orbit sum corresponding to µ is then a sum over distinct sequences which can
be obtained by acting on λ with the symmetric group Sn, and each such sequence wλ, w ∈ Sn,
determines a distinct monomial xwλ. In other words, the orbit sum mµ becomes the monomial
symmetric function mλ.

Power sums Let r be a nonnegative integer. The rth power sum is

pr = m(r) =
∑
i

xri .

Given a partition λ = (λ1, λ2, . . . , λn), define its power sum pλ = pλ1pλ2 · · · pλn .
These products form a Q-basis of ΛQ.

Completly symmetric functions Let r be a nonnegative integer. The rth complete
symmetric function hr defined as

hr =
∑
|µ|=r

mµ.

For each partition λ = (λ1, λ2, . . . , λn) let hλ = hλ1hλ2 · · ·hλn . These products hλ form
a Z-basis of ΛZ.

The complete symmetric function in terms of the power sums is given by

hn =
∑
|λ|=n

z−1λ pλ,

where
zλ =

∏
r≥1

(rmrmr!)

for λ = (1m1 , 2m2 , . . . ).

Definition 4.3. Define a scalar product on Λ by the condition

⟨hλ ,mµ⟩ = δλµ

for all partitions λ and µ.

Indeed, the scalar product is defined on ΛR for any Z ⊂ R.

Lemma 4.5. For any two partitions λ and µ, we have

⟨pλ , pµ⟩ = δλµzλ,

where zλ is defined in section 4.1.
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4.2 Macdonald symmetric functions

In the following subsections, we will introduce further basis for the ring of symmetric func-
tions ΛR, written as a linear combination of the monomials. The ring R = F = Q(q, t) is the
ring we already considered in Section 2. To shorten the notation of a function indexed by a
partition λ, we write "lower terms" for a linear combination of monomials mµ with µ ◁ λ.
In this subsection, we will introduce the equivalent to the Macdonald polynomials:

Theorem 4.6. The Macdonald polynomials Pµ in Type An−1 are symmetric functions subject
to the relation x1 · · ·xn = 1, and defined by

(i) Pλ = Pλ(q, t) = mλ+ lower terms,

(ii) ⟨Pλ , Pµ⟩q,t = 0 if λ ̸= µ,

where the scalar product is defined by

⟨pλ , pµ⟩q,t = δλµzλ

ℓ(λ)∏
i=1

1− qλi

1− tλi
. (4.1)

We call them Macdonald symmetric functions.

Proof. The two defining conditions follow directly from the definition of Macdonald polynomi-
als in Theorem 2.1 and Theorem 4.4. More interesting is the equivalent definition for the scalar
product ⟨ , ⟩q,t on ΛF . Laurent polynomials in x1, . . . , xn are polynomials in x±11 , . . . , x±1n . De-
note the F -algebra of those Laurent polynomials by

Ln = F
[
x±11 , . . . , x±1n

]
.

Following the construction in the proof of Theorem 4.4, we set xi = xεi−
1
n
(ε1+···+εn). Thus,

for any root α = εi − εj ,
xα = xεi−εj = xix

−1
j

such that ∆q,t of (2.2) becomes

∆q,t =
∏
i ̸=j

(xix
−1
j ; q)∞

(txix
−1
j ; q)∞

=
∏
i ̸=j

k−1∏
r=0

(1− qrxix
−1
j )

an element in Ln. Let f, g ∈ Λn,F , then the scalar product defined in (2.3) reduces to

⟨f , g⟩q,t =
1

n!
[fg∆q,t]1 ,

where g = g(x−11 , . . . , x−1n ) in Ln. By [8, Section 1.12], the Pλ are pairwise orthogonal relative
to this inner product. More precisely, this defines an equivalent scalar product to the one
defined in (4.1).

Note that the scalar product defined in (4.1) is just equivalent to the scalar product ⟨ , ⟩q,t
defined on F [P ] and restricted to the case, where the root system Φ is of Type A.

When q = t, the scalar product (4.1) becomes

⟨pλ , pµ⟩q,q = δλµzλ

the scalar product in Lemma 4.5.
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Remark. A breakthrough in the theory of symmetric polynomials was the proof of the positivity
conjecture. It concerns a modification of the Macdonald symmetric functions H(q, t) via
plethystic substitution. These modified Macdonald polynomials are again a basis for the
ring of symmetric functions. Written as a linear combination in the Schur functions, the
coefficients Kλµ are called Kostka-Macdonald coefficients and Macdonald conjectured, that
they are polynomials in q and t with nonnegative integer coefficients. In 2001, this conjecture
was proven by Haiman in [2] for the first time.

The following corollary follows directly by Theorem 4.4 and Section 2.1.

Corollary 4.7. The monomial symmetric functions mλ are the Macdonald symmetric func-
tions Pλ at t = 1.

The Macdonald symmetric functions generalize further polynomials of interest, like the
Schur polynomials we will define in the next section.

4.3 Schur functions

The Schur functions are a well-studied basis for the ring of symmetric functions. There are
several combinatorial formulas using the strong relation between them and partitions. Of
course, we could define the Schur functions by these combinatorial considerations, but we will
choose an algebraic definition (see [8, Section 1.7]).
First, let us work in Z[x1, . . . , xn] again. Given an partition λ = (λ1, . . . , λm) of length m ≤ n
we can extend it to a partition of length n by adding parts of size zero. Define

aλ =
∑
w∈Sn

ε(w)xw(λ),

where xwλ =
∏n
i=1 x

λw(i)

i .
Considering δn = (n− 1, n− 2, . . . , 1, 0), the minimal regular partition of length n, it yields

aδn =
∏
i<j

(xi − xj) the Vandermonde determinant.

Definition 4.4. Let λ be a partition of length n. Define the Schur function corresponding
to λ as

sλ =
aλ+δn
aδn

.

The Schur functions form a Z-basis of Λ like the following theorem shows.

Theorem 4.8. The Schur function sλ can be written as linear combination of the monomials

sλ = mλ +
∑
µ<λ

Kλµmµ

for nonnegative integers Kλµ, called the Kostka numbers.

We refer to [8, Section 1.7] for the proof of Theorem 4.8.
The Kostka number Kλµ has a combinatorial interpretation as number of certain Young
tableaux related to λ and µ. We come back to this in Section 5.2.
The Schur functions satisfy condition (i) of Theorem 4.6. By [8, Section 1.6] it also ap-
plies ⟨sλ , sµ⟩ = δλµ. Thus, the Schur functions are Macdonald symmetric functions:

Corollary 4.9. The Schur functions are the Macdonald symmetric functions for q = t, so
they are the Weyl characters in Type A.
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4.4 More special cases of Macdonald symmetric functions

Although the Macdonald symmetric functions are a special case for the Macdonald polyno-
mials, they are themselves a family of some well-studied symmetric functions. Conversely
to the historical order, we define some of them as special cases of the Macdonald symmetric
functions, and follow the notations of [8].

Hall-Littlewood symmetric functions We get the Hall-Littlewood symmetric func-
tions Pλ(t) by setting q = 0 for the Macdonald symmetric functions. Thus, they are defined
by

(i) Pλ(t) = mλ+ lower terms,

(ii) ⟨Pλ(t) , Pµ(t)⟩t = 0 if λ ̸= µ,

where the scalar product is given by

⟨pλ , pµ⟩t = ⟨pλ , pµ⟩0,t = δλµzλ

ℓ(λ)∏
i=1

(1− tλi)−1.

In fact, a closed formula is known for Pλ(t) and they form a basis for ΛZ[t] (see [8, Section
1.10]).

Jack polynomials Let q = tα for α > 0. The limits

P
(α)
λ = lim

t→1
Pλ

are called the Jack polynomials. They form a unique Q(α)-basis for the ring ΛQ(α) satisfying

(i) P (α)
λ = mλ+ lower terms,

(ii) ⟨P (α)
λ , P

(α)
µ ⟩α = 0 if λ ̸= µ,

where the scalar product is defined by

⟨pλ , pµ⟩ = δλµα
ℓ(λ)zλ.

Zonal polynomials Define the zonal polynomial Zλ corresponding to a partition λ the
Jack polynomials at α = 2, that is, as the unique symmetric polynomial in Λ satisfying

(i) Zλ = mλ+ lower terms,

(ii) ⟨Zλ , Zµ⟩2 = 0 if λ ̸= µ,

where the definition of the scalar product reduces to

⟨pλ , pµ⟩2 = δλµ2
ℓ(λ)zλ.

We summarize the results and definitions of this section and of Section 2.1 by the following
diagram:
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Macdonald polynomials Pµ

symmetric functions Pλ(q, t)

Jack polynomials P (α)
λ

Zonal Zλ

Hall-Littlewood Pλ(t)

Schur sλmonomial symmetric mλ

Weyl characters χµorbit sums mµ

Type A

t = 1 q = t

q = 0

t = 1

q = tα, t→ 1

α = 2

α = 1

Type A Type A

5 Combinatorial formulas for Macdonald symmetric functions

In Section 3, we have already seen a combinatorial formula for Macdonald polynomials, so
in particular for those in Type A - the Macdonald symmetric functions. This formula (see
Theorem 3.1) uses combinatorics based on alcove walks in the affine Weyl arrangement. Since
there is a bijection between partitions and weights in Type A, we ask for a formula using
combinatorics on partitions. Such a formula is given by Lenart in [5]. Before we state Lenart’s
formula in Theorem 5.1 we will give some definitions on partitions.

5.1 A combinatorial formula using partitions

A partition λ is identified with the Young diagram of shape λ, which is defined as

{(i, j) ∈ N× N | j ≤ λi} .

We draw the elements, called cells, as connected boxes. We use the english notation, where
the cells are ordered like the numeration in a matrix. For example, the Young diagram of
shape λ = (5, 4, 4, 1) is

The Young diagram visualize many definitions corresponding to the partition. For example,
we can view the dominance order on partitions as bumping down boxes of a Young diagram
into a lower row. As in the corresponding example in Section 4.1, we have
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m = 1:

m = 2: ▷

m = 3: ▷ ▷

m = 4: ▷ ▷ ▷ ▷

A second example is the conjugate λ′ = (λ′1, . . . , λ
′
λ1
) of a partition λ = (λ1, . . . , λℓ). It is

defined by λ′j = # {i | λi ≥ j}, or equivalently, λ′j is the number of cells in the jth column of
the Young diagram of shape λ.

We define some combinatorial statistics we need in the combinatorial formula in Theo-
rem 5.1, using Young diagrams. Still considering the english notation for the Young diagram
of shape λ, the arm and leg of a cell u = (i, j) of λ are defined as the number of cells strictly
to the left of u or below u, respectively. Take again the partition λ = (5, 4, 4, 1) and denote
the cell • = (1, 2):

• a a a
l
l

arm(•) = 3 and leg(•) = 2.

Two cells u, v attack each other if one of the following holds:

(1) u and v are in the same column.

(2) u is in the column to the right of v and in a strictly higher row than v.

We can define functions σ : λ → [n] for any positive integer n and identify them with
Young diagrams of shape λ, where the image of each cell is written in the corresponding box.
Therefore, call such a function a filling. The content of a filling σ is

content(σ) := (c1, . . . , cn), where ci := |σ−1(i)|.

Given a partition λ = (λ1, . . . , λℓ), the statistic

n(λ) =

ℓ∑
i=1

(i− 1)λi

can be seen as the sum of cells in the filling τ : (i, j) → (i− 1), which has content λ. We will
use this point of view in Section 5.2.

The formula in Theorem 5.1 for Macdonald polynomials in Type A is a sum over certain
fillings:

Definition 5.1. A filling is called nonattacking if any two attacking cells u, v have different
images σ(u) ̸= σ(v). Denote the set of nonattacking fillings σ : λ→ [n] by T (λ, n).
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Example. Let us consider two fillings π, σ : λ→ [7]:

π(λ) = 1 2 4 5 1
7 7 1 1
4 4 2 4
5

and σ(λ) = 3 2 4 6 5
1 5 5 4
4 7 1 6
6

The colored cells in π attack each other and have the same filling, thus, π does not satisfy
Definition 5.1. It has content content(π) = (4, 2, 0, 4, 2, 0, 2). The filling σ is a nonattacking
filling with content(σ) = (2, 1, 1, 3, 3, 3, 1).

We define the column reading order on the cells of λ as total order, for which a cell (i, j)
precedes a cell (k, ℓ) if (j, i) precedes (ℓ, k) in lexicographic order, that is, if either j < ℓ or
if j = ℓ and i < k.

For the following definitions, let σ be any filling of λ.

Definition 5.2. A pair of cells (u, v) with σ(u) < σ(v) is said to be an inversion if u, v
attack each other and u precedes v in column reading order. The set of inversions is Inv(σ).

Example. The nonattacking filling σ of the previous example has 8 inversions:

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

3 2 4 6 5
1 5 5 4
4 7 1 6
6

Definition 5.3. A cell u = (i, j) is called a descent if the cell v = (i, j + 1) exist in λ
and σ(u) > σ(v). The set of descents is denoted by Des(σ). Extend this set to Diff(σ) by
requiring different images in the definition of descents.

Definition 5.4. Given a filling σ, define two combinatorial statistics:

maj(σ) :=
∑

u∈Des(σ)

arm(u)

inv(σ) := | Inv(σ)| −
∑

u∈Des(σ)

leg(u)

Example. Our running example has 4 descents, which are colored in the left tableaux. The
cells in Diff(σ) are colored in the right tableaux.

Des(σ) : 3 2 4 6 5
1 5 5 4
4 7 1 6
6

Diff(σ) : 3 2 4 6 5
1 5 5 4
4 7 1 6
6

We obtain maj(σ) = 4 + 1 + 1 + 2 = 8 and inv(σ) = 8− (3 + 0 + 1 + 2) = 2.

Now that we have fixed some definitions on partitions, we can state Lenart’s combinatorial
formula for Macdonald symmetric functions from [5, Thm. 2.12].
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Theorem 5.1 (Lenart, 2008). Let λ be a regular partition of length n. Then, we have

Pλ(q, t) =
∑

σ∈T (λ,n)

tn(λ)−inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

xcontent(σ).

In [5], Lenart shows how to obtain this formula, which is related to partitions, from the
formula of Ram and Yip, which uses combinatorics based on alcove walks we discussed in
Section 3. His proof can be split in two parts. In the first part, he constructs nonattacking
fillings from alcove walks and expresses Ram and Yip’s formula as sum over those fillings. The
second part compresses the result to the formula in Theorem 5.1. The details of the proof are
given in [5]. Although, we will give the proof of the first part in Section 5.4 to explain the
relation between nonattacking fillings and alcove walks. But first, we provide a formula for
Schur functions and examples of Macdonald symmetric functions using Lenart’s formula.

5.2 Combinatorial formulas for the Schur functions

By Theorem 4.8 we already know, that

sλ = mλ +
∑
µ<λ

Kλµmµ

where Kλµ are the Kostka numbers, which have the following combinatorial interpretation:
A Young tableau of shape λ is called semistandard if the numbers in the cells are strictly
increasing in the columns and weakly increasing in the rows. To be exact, a semistandard
Young tableau of shape λ is a filling σ of λ, such that the conditions above hold. The
Kostka number Kλµ is then the number of semistandard Young tableaux of shape λ with
content µ. Thus, we have a second formula for the Schur functions as sum of semistandard
Young tableaux

sλ =
∑

σ∈SSYT(λ)

xcontent(σ), (5.1)

where SSYT(λ) is the set of all semistandard fillings of λ.
Like we have seen in Section 2.1 and Section 3.3, we can use combinatorial formulas of Mac-
donald polynomials to obtain Schur functions by setting q = t = 0. In contrast to the previous
given formulas for special cases of Macdonald polynomials, we get a new one for the Schur
functions:

Corollary 5.2. The Schur function for a partition λ is

sλ =
∑

σ∈T (λ,n)
Des(σ)=∅
n(λ)=Inv(σ)

xcontent(σ) (5.2)

a sum over nonattacking fillings without descents and with the maximal number of inver-
sions Inv(σ) = n(λ).

Proof. Consider the formula of Theorem 5.1. Let λ be a regular partition. The used combina-
torial statistics n(λ), inv(λ),maj(λ), arm(λ) and leg(λ) are nonnegative. We have to determine



5 COMBINATORIAL FORMULAS FOR MACDONALD SYMMETRIC FUNCTIONS 49

when an exponent of q or t is zero. Remark that a cell with arm length 0 cannot be in Diff(σ).
Now, we write

Pλ(q, t) =
∑

σ∈T (λ,n)

tn(λ)−inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

xcontent(σ)

=
∑

σ∈T (λ,n)
Des(σ)=∅

tn(λ)−Inv(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

xcontent(σ)

+
∑

σ∈T (λ,n)
Des(σ) ̸=∅

tn(λ)−Inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

xcontent(σ)

q=0
=

∑
σ∈T (λ,n)
Des(σ)=∅

tn(λ)−Inv(σ)

 ∏
u∈Diff(σ)

1− t

1− tleg(u)+1

xcontent(σ)

=
∑

σ∈T (λ,n)
Des(σ)=∅

tn(λ)−Inv(σ)

 ∏
u∈Diff(σ)

1− t

1− tleg(u)+1

xcontent(σ).

This formula reduces to a sum over fillings σ (nonattacking and without descents) such
that n(λ) − Inv(σ) = 0. Recall that a pair of cells (u, v) is an inversion if u precedes v
in column reading order, u and v attack each other and σ(u) ≥ σ(v). Construct a nonat-
tacking filling σ without descents, which has a maximal number of inversions. This is (for
example):

σ : λ → [ℓ]
(i, j) 7→ ki

for pairwise different k1, . . . , kℓ, where ℓ = ℓ(λ), that is

k1 k1 k1 · · ·· · · k1
k2 k2 · · ·
k3 . .

.
...
kℓ · · ·

Note that there can be other types of fillings with the same number of inversions, but no
filling with more. Construct a second filling

τσ : u 7→ # {v | (u, v) ∈ Inv(σ)},

which counts how many inversions (u, v) a cell u makes up. Let u = (i, j) be a cell in the jth
column and let λ′k be the number of cells in the kth column for any k = 1, . . . , λ1. The
image τσ(u) is an integer between 0 and λ′j . Since λ is a regular partition, there are at
least λ′j − 1 cells in the (j + 1)-th column. In addition, the entries in σ are the same for
each row. Thus, τσ(u) = # {v | v in jth column, σ(u) > σ(v)} counts the number of smaller
entries in the column of u, so each number between 0 and λ′j is exactly once in the jth column
of λ. Ordering each column by size yields a third filling
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τ : (i, j) 7→ i− 1 .

For example, if λ = (4, 2, 1), k1 = 3, k2 = 1 and k3 = 2, the three described fillings are

σ(λ) = 3 3 3 3
1 1
2

τσ = 2 1 0 0
0 0
1

τ = 0 0 0 0
1 1
2

.

The maximal number of inversions of a nonattacking filling without descents is

| Inv(σ)| =
∑
u∈λ

τσ(u) =
∑
u∈λ

τ(u) =

ℓmin(λ)∑
i=1

(i− 1)λi = n(λ).

Indeed, if Des(σ) is not empty, there are fillings with more than n(λ) inversions. But the
proof shows, that a nonattacking filling without descents has at most n(λ) inversions.

Remark. Lenart calls the difference n(λ)− inv(σ) the complementary inversion statistic
(see [4, Definition 2.11 and Proposition 2.12]) and denotes it by cinv(σ). In addition, he
proves in [4, Proposition 2.12] that cinv(σ) counts pairs of cells (u, v), such that the following
two conditions hold:

(1) u is below v and σ(u) < σ(v) and

(2) if the cell w directly to the right of u exist, then σ(v) < σ(w).

The stated formula (5.1) for the Schur function looks very similar to the well known
formula (5.2). But in general, they are not the same. That is, the sum is over different fillings
but with the same content as the next example shows.

Example. Compare (5.1) with (5.2) for the partition λ = (2, 1) and n = 3. The semistandard
Young tableaux which appear in (5.1) are

1 1
2

1 1
3

2 2
3

1 2
2

1 3
3

2 3
3

1 2
3

1 3
2

,

while in (5.2) appear the tableaux

1 1
2

1 1
3

2 2
3

2 2
1

3 3
1

3 3
2

1 2
3

2 3
1

.

The monomials x1x22, x1x23 and x2x23 correspond to different tableaux in both equations. The
monomial x1x2x3 corresponds to the last two tableaux, but just one of them appears in both
cases.

5.3 Examples of Lenart’s formula

In this subsection, we want to compute the Macdonald polynomial for every regular partition
of m ∈ {1, 2, 3, 4} via Lenart’s formula in Theorem 5.1. Since Pλ(q, t) = mλ

∑
µ≤λ uλµmµ

for coefficients uλµ ∈ Q(q, t), we will consider each part uλµmµ of the sum individually.
Moreover, we will consider mλµ ∈ ΛF,n for a n ≥ m (see the paragraph about monomial
symmetric functions in Section 4.1).
In fact, given a regular partition λ = (λ1, . . . , λℓ−1, 0), the part of the formula corresponding
to the monomials xλ1k1 · · ·x

λℓ−1

kℓ−1
is the monomial symmetric function mλ. This is clear by
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the definition of the Macdonald symmetric functions in Theorem 4.6, but it is also clear by
Theorem 5.1: A nonattacking filling σ of λ with content (c1, . . . , cn), cki = λi, must be

k1 k1 k1 · · ·· · · k1
k2 k2 · · ·......

so maj(σ) = 0 and inv(σ) = n(λ).
A regular partition λ of m with length ℓ exists if and only if

m >
ℓ−1∑
i=1

i =
(ℓ− 1)ℓ

2
.

Hence, we now only consider partitions of minimal length 1 or 2.

λ = (m, 0) Partitions of minimal length 1, that is, λ = (m, 0), satisfy n(λ) = 0, leg(u) = 0
for any cell u and Inv(σ) is empty for every filling σ. The formula in Theorem 5.1 reduces to

Pλ(q, t) =
∑

σ∈T (λ,n)

qmaj(σ)

 ∏
i∈Diff(σ)

1− t

1− qm−it

xcontent(σ) (5.3)

where i ∈ Diff(σ) means (1, i) ∈ Diff(σ). Since no two cells attack each other, every filling is
nonattacking. A filling σk, which has just one integer k as image, generates those parts of the
sum corresponding to the monomial xmk . Such a filling has empty sets Des(σ) and Diff(σ), so
all those fillings σk, k ∈ [n], generate

m(m,0) =
n∑
k=1

xmk

as term of (5.3).
A filling σ̃ which has pairwise different images – say σ̃(1, i) = ki – corresponds to the mono-
mial xk1 · · ·xkm . For a fixed choice of integers k1 < · · · < km, we can get each filling σ
with k1, . . . , km as image, if we act on the index set with the symmetric group Sm. That is,
each filling σ with k1, . . . , km as image can be written as

σ = wσ̃ where σ(1, i) = kw(i).

A descent of the filling σ then becomes a descent of the permutation w, while the set Diff(σ)
includes all cells except the last (1,m).
The major statistic of a filling becomes the comajor index

comaj(π) :=
∑

π(i)<π(i+1)

m− i

of the corresponding permutation π. Thus, fillings whose image is a set of pairwise different
integers generate

uλ(1m)m(1m) =
∑
w∈Sm

qcomaj(w)

(
m−1∏
i=1

1− t

1− qit

) ∑
k1<···<km

xk1 · · ·xkm


as term of (5.3). Note that in smaller examples it might be easier to stay with the major
statistic for fillings than the comajor index.
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λ = (1, 0) Consider λ = (1, 0), we have

P(1,0)(q, t) = m(1,0) =
n∑
k=1

xk.

λ = (2, 0) We differ between two types of fillings σ

k k and k ℓ

for different k, ℓ ∈ {1, . . . , n}. Depending on whether k > ℓ or k < ℓ, the statistic maj(σ) is
equal to 1 or 0, respectively. Thus, we have

P(2,0)(q, t) = m(2,0) + (1 + q)
1− t

1− qt
m(1,1).

λ = (3, 0) We differ between fillings relative to the number of equal entries: The monomi-
als x3k and xkxℓxr, 1 ≤ k < ℓ < r ≤ n, correspond to the fillings

k k k and k′ ℓ′ r′ for {k′, ℓ′, r′} = {k, ℓ, r},

respectively. The monomial x2kxℓ corresponds to three types of fillings σ and since Pλ is
symmetric, we only have to consider k < ℓ:

σ k k ℓ k ℓ k ℓ k k

i ∈ Diff(σ) 2 1, 2 1
maj(σ) 0 1 2

Thus, we have

P(3,0)(q, t) =m(3,0) + (q3 + 2q2 + 2q + q0)
1− t

1− qt

1− t

1− q2t
m(13)

+

(
1− t

1− qt
+ q

1− t

1− qt

1− t

1− q2t
+ q2

1− t

1− q2t

)
m(2,1)

=m(3,0) +
(q2 + q + 1)(1− t)

1− q2t
m(2,1) +

(q3 + 2q2 + 2q + 1)(1− t)2

(1− qt)(1− q2t)
m(13)

=m(3,0) +
(q2 + q + 1)(1− t)

1− q2t
m(2,1) +

(q + 1)(q2 + q + 1)(1− t)2

(1− qt)(1− q2t)
m(13).

λ = (4, 0) Let 1 ≤ k, ℓ, r, s ≤ n be pairwise different. We have five types of monomi-
als. Analogously to the previous examples, the monomials x4k and xkxℓxrxs, k, ℓ, r, s ≤ n,
correspond to the fillings

k k k k and k′ ℓ′ r′ s′ for {k′, ℓ′, r′, s′} = {k, ℓ, r, s},

respectively. The monomial x3kxℓ corresponds to four types of fillings and since Pλ is sym-
metric, we only have to consider k < ℓ:

σ k k k ℓ k k ℓ k k ℓ k k ℓ k k k

i ∈ Diff(σ) 3 2, 3 1, 2 1
maj(σ) 0 1 2 3
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The monomial x2kx
2
ℓ corresponds to three types of fillings (or 6 if we differ between k < ℓ and

k > ℓ):

σ k k ℓ ℓ k ℓ ℓ k k ℓ k k

i ∈ Diff(σ) 2 1, 3 1, 2, 3
maj(σ), k < ℓ 0 1 2
maj(σ), k > ℓ 2 3 4

The fifth type of monomials is x2kxℓxr and again, we only have to consider k < ℓ, r for the
following six types of corresponding fillings:

σ k k ℓ r k ℓ k r k ℓ r k ℓ k k r ℓ k r k ℓ r k k

i ∈ Diff(σ) 2, 3 1, 2, 3 1, 2, 3 1, 3 1, 2, 3 1, 2
maj(σ), ℓ < r 0 2 1 3 4 2
maj(σ), ℓ > r 1 2 3 3 4 5

Thus, we have

P(4,0)(q, t) =m(4,0) +
(q + 1)(q2 + 1)(1− t)

1− q3t
m(3,1) +

(1 + q2)(q2 + q + 1)(1− t)(1− qt)

(1− q2t)(1− q3t)
m(2,2)

+
(q5 + 2q4 + 3q3 + 3q2 + 2q + 1)(1− t)2

(1− q2t)(1− q3t)
m(2,1,1)

+
(q + 1)2(q4 + q3 + 2q2 + q + 1)(1− t)3

(1− qt)(1− q2t)(1− q3t)
m(14)

=m(4,0) +
(q + 1)(q2 + 1)(1− t)

1− q3t
m(3,1) +

(q2 + 1)(q2 + q + 1)(1− t)(1− qt)

(1− q2t)(1− q3t)
m(2,2)

+
(q + 1)(q2 + 1)(q2 + q + 1)(1− t)2

(1− q2t)(1− q3t)
m(2,1,1)

+
(q + 1)2(q2 + 1)(q2 + q + 1)(1− t)3

(1− qt)(1− q2t)(1− q3t)
m(14).

Now, let us compute the Macdonald symmetric functions for the partitions of minimal
length 2: (2, 1, 0) and (3, 1, 0). For these partitions, not every filling is nonattacking.

λ = (2, 1, 0) By Theorem 4.1, the partition (2, 1) = (2, 1, 0) is identified with the dominant
weight ω1 + ω2 in Type A2. We already computed the Macdonald polynomial of this weight
in Section 3.2 by using Theorem 3.1. However, we will compute it again, but this time with
Theorem 5.1. We differ between two types of fillings:

k k
ℓ

and k r
ℓ

, (5.4)

for pairwise different k, ℓ, r ∈ [n], where the left filling corresponds to the monomial x2kxk2
and the right filling to xk1xk2xk3 . Denote c1 = (1, 1), c2 = (2, 1) and c3 = (1, 2) for the cells
of λ. A filling σ of the left type corresponds to the monomial x2kxℓ, has no descent and one
inversion: either (c1, c2) if k > ℓ or (c2, c3) if k < ℓ.
now, consider a filling σ of the right type in (5.4). It corresponds to the monomial xkxℓxr,
and provides Diff(σ) = {c1}. Fix k < ℓ < r, then we have the following six cases:
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σ k r
ℓ

ℓ r
k

r k
ℓ

k ℓ
r

r ℓ
k

ℓ k
r

maj(σ) 0 0 1 0 1 1
inv(σ) 0 1 1 1 0 0

n(λ)− inv(σ) 1 0 0 0 1 1

Thus, the Macdonald polynomial is

P(2,1,0) =
∑
k ̸=ℓ

x2kxℓ +
∑
k<ℓ<r

1− t

1− q1t2
(q0t+ 2q0t0 + q1t0 + 2q1t1)xkxℓxr

= m(2,1,0) +
1− t

1− qt2
(t+ 2 + q + 2qt)m(13).

Recall our result (3.10) by the formula in Theorem 3.1:

Pρ(q, t) =
1− t

1− qt2
(t+ 2 + q + 2qt) +

∑
w∈W

xwρ

=
1− t

1− qt2
(t+ 2 + q + 2qt) +

∑
i ̸=j

xεi−εj

=
1− t

1− qt2
(t+ 2 + q + 2qt) +

∑
i ̸=j

(xεi(xεj )−1).

Using the bijection given in Theorem 4.1 (or Theorem 4.4), this polynomial is isomorphic to

P(2,1,0) =
1− t

1− qt2
(t+ 2 + q + 2qt) +

∑
i ̸=j

xi
xj

subject to the relation x1x2x3 = 1. Thus, multiplying with 1 = x1x2x3 yields the better
known representative

P(2,1,0) =
1− t

1− qt2
(t+ 2 + q + 2qt) +

∑
i ̸=j

xixj .

λ = (3, 1, 0) Let 1 ≤ k, ℓ, r, s ≤ n be pairwise different. By Theorem 4.6, the Macdonald
polynomial is

Pλ = mλ + uλ(2,2)m(2,2) + uλ(2,1,1)m(2,1,1) + uλ(14)m(14),

so it has four types of monomials: x3kxℓ, x
2
kx

2
ℓ , x

2
kxℓxr and xkxℓxrxs. The corresponding

nonattacking fillings are

k k k
ℓ

k k l
ℓ

k k r
ℓ

k r k
ℓ

r k k
ℓ

ℓ r k
k

k r s
ℓ

(5.5)

where four of them correspond to x2kxℓxr. A filling of the first type in (5.5) has no descents
and one inversion. Thus, this type produces the term

mλ =
∑
k ̸=ℓ

x3kxℓ.
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A filling σ of the second type (corresponding to x2kx
2
ℓ ) has a descent if and only if k > ℓ. But

it always has exactly one inversion. Thus, we get the next summand

uλ(2,2)m(2,2) =
1− t

1− qt
(q0t0 + q1t0)m(2,2) =

1− t

1− qt
(1 + q)m(2,2).

Now, let us compute uλµmµ for µ = (2, 1, 1), that is, the part of the formula corresponding
to x2kxℓxr. Denote c1 = (1, 1), c2 = (2, 1), c3 = (1, 2) and c3 = (1, 3) for the cells of λ. The
set of inversion Inv(σ) is a subset of {(c1, c2), (c2, c3)} and inv(σ) = | Inv(σ)| − 1 if k > r;
otherwise it is | Inv(σ)|. Likewise to the previous examples, we only need to consider a fixed
choice {k < ℓ, r}. We have

σ Diff(σ)
ℓ < r ℓ > r

maj(σ) inv(σ) maj(σ) inv(σ)

k k r
ℓ

c3 0 1 0 1

k r k
ℓ

c1, c3 1 0 1 1

r k k
ℓ

c1 2 1 2 0

ℓ r k
k

c1, c3 1 1 3 0

so the coefficient of x2kxℓxr in P(3,1,0) is

uλµ = (1− t)

(
2

1− qt
+

(1− t)(qt+ 2q + q3t)

(1− q2t2)(1− qt)
+
q2 + q2t

1− q2t2

)
=

2q3t3 − 2q3t2 + 2q2t3 − 3q2t2 + q2 + qt3 − 3qt+ 2q − 2t+ 2

(1− qt)2(1 + qt)

for λ = (3, 1, 0) and µ = (2, 1, 1).
We have just one type of filling left which corresponds to the monomial xkxℓxrxs, that is

σ(λ) = k r s
ℓ

,

and Diff(σ) = {c2, c3} always holds. So the factor

∏
u∈Diff(σ)

1− t

1− qarm(σ)tleg(σ)+1
=

(1− t)2

(1− q2t2)(1− qt)
(5.6)

does not depend on σ. Nevertheless, we have to differ 4! = 24 cases to determine the statis-
tics maj(σ) and inv(σ):
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σ maj(σ) | Inv(σ)| inv(σ) qmaj(σ)tn(λ)−inv(σ)

ℓ > s > r > k 0 1 1 1
ℓ > r > k, s 1 1 1 2q
k > ℓ > r > s 3 2 1 q3

k > ℓ > s > r 2 2 1 q2

r > k > ℓ > s 1 1 1 q
k, s > ℓ > r 2 2 1 2q2

r > s, k > ℓ 1 1 1 2q
s > r > k > ℓ 0 1 1 1
s > ℓ > r > k 0 1 1 1
k > r > ℓ > s 3 1 0 q3t
ℓ > k > r > s 3 1 0 q3t
ℓ > s, k > r 2 1 0 2q2t
s > ℓ > k > r 2 1 0 q2t
r > ℓ > k, s 1 0 0 qt
k, s > r > ℓ 2 1 0 2q2t
k > r > s > ℓ 3 1 0 q3t
s > r > ℓ > k 0 0 0 t
r > s > ℓ > k 1 0 0 qt

Note, that some cases are combined in the first column. The last column gives the term of all
the fillings mentioned in the corresponding row, so that we get kqutv for u, v ∈ Z if k cases are
mentioned. The coefficient uλν for ν = (14) is the sum of terms in the last column, multiplied
with the factor in (5.6), that is

uλν =
(1− t)2

(1− q2t2)(1− qt)
(3q3t+ q3 + 5q2t+ 3q2 + 3qt+ 5q + t+ 3)

=
(q + 1)(3q2t+ q2 + 2qt+ 2q + t+ 3)(1− t)2

(1− q2t2)(1− qt)
.

The Macdonald polynomial can know be expressed as

P(3,1,0) =m(3,1,0) +
(1− t)(1 + q)

1− qt
m(2,2)

+
2q3t3 − 2q3t2 + 2q2t3 − 3q2t2 + q2 + qt3 − 3qt+ 2q − 2t+ 2

(1− qt)2(1 + qt))
m(2,1,1)

+
(q + 1)(3q2t+ q2 + 2qt+ 2q + t+ 3)(1− t)2

(1− q2t2)(1− qt)
m(14).

5.4 Proof of Theorem 5.1

In this section, we will see, how the formula in Theorem 5.1

Pλ(q, t) =
∑

σ∈T (λ,n)

tn(λ)−inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

xcontent(σ)

can be obtained by the formula for regular weights in Corollary 3.9

Pµ =
∑

(w,T )∈F(Γ)

xwψ(T )µt
1
2
(ℓ(w)−ℓ(wΨ(T ))−|T |)

(∏
k∈T

1

1− qjktht(γ
∨
k )

) ∏
k∈T−

w

qjktht(γ
∨
k )

 .
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To avoid confusion, we use Pλ(q, t) if we compute the Macdonald symmetric function via
combinatorics on partitions – that is, if we use Lenart’s formula. Otherwise, we use the
shorter symbol Pµ.
The bijection between partitions and weight has already been discussed in Section 4.1. Thus,
the main part of this subsection is to relate alcove walks with nonattacking fillings. We will
consider alcove walks as a pair (w, T ) ∈ F(Γ) to a fixed λ-chain Γ (see Section 3.4). The
section follows the structure, definitions and proof by [5].

First, we construct a certain λ-chain Γ for a regular partition λ = (λ1, λ2, . . . , λn−1, 0).
Recall the realization of Type An−1 in Section 1.2. Likewise to the notation of [5], identify
each positive root α = εi − εj for i < j with the tupel (i, j). Define two sequences of roots

Γ(k) =((k, n), (k, n− 1), . . . , (k, k + 1),

(k − 1, n), (k − 1, n− 1), . . . , (k − 1, k + 1),

. . . ,

(1, n), . . . , (1, k + 1))

and

Γ′(k) =((k, n), (k, n− 1), . . . , (k, k + 2),

(k − 1, n), (k − 1, n− 1), . . . , (k − 1, k + 2),

. . . ,

(1, n), . . . , (1, k + 2)).

We use these defined chains to construct a λ-chain Γ as concatenation Γ = Γλ1Γλ1−1 . . .Γ2,
where

Γk =

{
Γ′(λ′k) if k = min {i | λ′i = λ′k} ,
Γ(λ′k) else.

(5.7)

This is indeed a λ-chain, which follows by an equivalent definition of λ-chains given in [6,
Section 4]. But notice that a λ-chain there corresponds to a minimal alcove walk from A
to A−λ, thus, the definition needs a modification in that sense, that any α in the chain have
to occur one time less than required.

Example. Let n = 4 and λ = (4, 2, 1, 0), so its conjugate is λ′ = (3, 2, 1, 1). The λ-chain
(according to the construction via (5.7)) is

Γ = Γ4 Γ3 Γ2

= Γ(λ′4) Γ′(λ′3) Γ′(λ′2)
= Γ(1) Γ′(1) Γ′(2)
= ( (1, 4), (1, 3), (1, 2), (1, 4), (1, 3), (2, 4), (2, 3), (1, 4), (1, 3) ).

From now on, we always consider Γ = Γλ1 . . .Γ2 as the λ-chain to a regular weight λ.
Identify a set of folds T = {t1 < · · · < ts} in the sense of Section 3.4 as the subsequence of Γ

T = (γt1 , . . . , γts).

It will be clear in the context, whether we consider T as set of folding positions or as a
sequence of roots, so we use the same notation T .
Write T = Tλ1 . . . T2 for subsequences Tλ1 , . . . , T2 of Γλ1 , . . . ,Γ2, respectively. That is, Tk
consists of the roots in T , which came from Γk in Γ.
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Example. Continue the previous example with T = (1 < 3 < 4 < 7 < 9) in the sense of
Section 3.4. Underline the roots in Γ at position t ∈ T . These make up the sequence T .

Γ = Γ4 Γ3 Γ2

= ( (1, 4), (1, 3), (1, 2), (1, 4), (1, 3), (2, 4), (2, 3), (1, 4), (1, 3) )

T = ( (1, 4), (1, 2), (1, 4), (2, 3), (1, 3) )
= T4 T3 T2

To construct a filling of λ determined by a pair (w, T ) ∈ F(Γ) start with the row fill-
ing τ(i, j) 7→ i for each cell in λ. An element w ∈ Sn acts on the filling by acting on the
numbers in the cells, that is, by acting on the images of the filling τ . Define an action of the
folds (viewed as transpositions) on certain columns of the tableau. As discussed in Section 1.2,
the Weyl group of An−1 is W = Sn and a reflection sα for α = (i, j) is the transposition (i, j).
Thus, the constructed chains can be viewed as sequences or as composition of transpositions.
Let a subsequence Tk of T act as permutation of Sn on the first k− 1 columns of the square.

Example. Continue the example with the partition λ = (4, 3, 1, 0), the row filling τ and
the folds T = T4T3T2((1, 4), (1, 2)|(1, 4)|(2, 3), (1, 3)), where the vertical lines separate the
subsequences T4, T3, T2 visually. Let w = (1243) ∈ S4 (cycle notation). The subsequence T4,
viewed as permutation, is the composition of the transpositions (14) and (12), where (12) acts
first. Thus, T4 is the permutation (14)(12) = (124) ∈ S4 and acts on the columns 1, 2 and 3.
Likewise, T3 = (14) acts on the columns 1 and 2, and T2 = (23)(13) = (123) acts on the first
column. The action wT = wT4T3T2 on the row filling τ of λ is

1 1 1 1
2 2
3

T27−→ 2 1 1 1
3 2
1

T37−→ 2 4 1 1
3 2
4

T47−→ 4 1 2 1
3 4
1

w7−→ 3 2 4 2
1 3
2

.

Construct a filling of λ to each pair (w, T ) ∈ F(Γ) as follows:

Definition 5.5. Let λ be a partition with λ-chain Γ as defined before. Define the filling
map f from a pair (w, T ) ∈ F(Γ) to a filling f(w, T ) = σ of λ by

σ(i, j) := πj(i),

where
πj := wTλ1Tλ1−1 . . . Tj+1

for a column j = 1, . . . , λ1 in λ.

Example. In our running example, the filling map f maps (w, T ) to

f(w, T ) = 3 2 4 2
1 3
2

.

The permutations πj appear in the Bruhat chain of (w, T )

πλ1 = w, . . . , πλ1−1 = wTλ1 , . . . , π2 = wTλ1 . . . T3, . . . , π1 = wTλ1 . . . T2 = wT.



5 COMBINATORIAL FORMULAS FOR MACDONALD SYMMETRIC FUNCTIONS 59

This is a chain of permutations, so we can read the words as well from left to right if we
make use of their inverse: Consider the partition λ as part of a λ1 × λ1 square and fill the
boxes of this square by the row filling. The permutations then (considered from left to right)
act on the rows, not on the filling. The permutation w sends row r to row w−1(r) for every
row r = 1, . . . , n. A transposition (i, j) in Tk switch the cell in row i with the cell in row j in
every column 1, . . . , k − 1.
In the previous example with λ = (4, 2, 1), w = (1243) and T = ((1, 4), (1, 2)|(1, 4)|(2, 3), (1, 3)),
we get

w w(14) wT4 wT4T3 wT4T3(23) wT4T3T2
2 2 2 2
4 4
1

4 4
1 1 1

3 3 3 3

3 3 3 2
4 4
1

4 4
1 1 1

2 2 2 3

4 4 4 2
3 3
1

3 4
1 1 1

2 2 2 3

2 2 4 2
3 3
1

3 4
1 1 1

4 4 2 3

2 2 4 2
1 3
3

3 4
1 1 1

4 4 2 3

3 2 4 2
1 3
2

3 4
1 1 1

4 4 2 3

The blue cells are the ones which have swapped.
The sum in Theorem 5.1 is over nonattacking fillings, which were defined in Definition 5.1,

and each filling σ generates a term corresponding to the monomial xcontent(σ). The filling map
provides these conditions, as the following two corollaries show.

Proposition 5.3. Let µ be the weight corresponding to a partition λ (by the isomorphism in
Theorem 4.1). For any element w ∈W and set of folds T , the content of f(w, T ) corresponds
to the weight of the walk (w, T ) ∈ F(Γ), that is wψ(T )µ.

Lenart proves Proposition 5.3 by an induction on the length of T , so he explains, how the
weight changes by adding a fold after the last one of a fixed walk. The change in the filling
then corresponds to the change in the affine arrangement. To identify the concrete affine
hyperplane, where the fold is at, he considers certain parts of the filling and their number of
entries related to a particular root. For details, we refer to [4, Proposition 3.6 and section 5].
In addition, the proof implies for (i, k) ∈ Tj , that

qℓtht(γ
∨) = qarm(i,j−1)tk−i

where Hγ,ℓ is the affine hyperplane at which the fold (i, k) is.

Proposition 5.4. The filling f(w, T ) is nonattacking. Moreover, the filling map is surjective
when λ is regular.

Proof. The proof follows those to [5, Proposition 3.6 and Proposition 3.7].
Let σ = f(w, T ) be the image of a pair (w, T ) ∈ F(λ) and let u = (i, j − 1) be a cell of λ.
Let v = (k, j − 1) be a cell in the same column as u, but below, so k > i. Then,

σ(u) = πj−1(i) and σ(v) = πj−1(k)

are different, since πj is a permutation. Therefore, σ fills a column with pairwise different
integers.
Let w = (i, j) be the cell to the right of u. If σ(w) = σ(u), then σ(u) differs from every entry
in the column to the right, so in particular to the images of those cells, which are in an upper
row.
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Thus, assume σ(w) ̸= σ(u). Consider the subsequence Tj = {τ1, . . . , τt} of T = Tλ1 . . . T2,
and the Bruhat chain of (w, T )

w, . . . , wTλ1 , . . . , wTλ1Tλ1−1, . . . , wTλ1 . . . T2 = wT.

In particular, we just need the subchain from πj to πj−1, that is

πj = wTλ1 . . . Tj+1, wTλ1 . . . Tj+1τ1, . . . , wTλ1 . . . Tj+1τ1 . . . τt−1, wTλ1 . . . Tj = πj−1.

Let s = (i, r), r < i, be a cell above u. A permutation Tk changes the first k − 1 columns,
so πj(u) = πj(w) = πj−1(w).
Thus, there must be a permutation π in this subchain, such that π(r) = σ(s), so it writes σ(s)
into row r.

To show, that the filling map f is surjective, note, that a pair (w, T ) is uniquely determined
by its Bruhat chain. Thus, we construct a Bruhat chain, that is, a chain of permutations,
such that two consecutive permutations only differ by an transposition (so they are in relation
by the Bruhat order). For a nonattacking filling of λ, construct the chain as follows:

Set π1 ∈ Sn by π1(i) = σ(i, 1) for each row i = 1, . . . , λ′1. We construct the chain
recursively and assume to have constructed π1, . . . , πj−1. So let πj = πj−1 first. Now, for
each row i from 1 to λ′j , compare the consecutive cells (i, j − 1) and (i, j). If they differ,
redefine πj by swapping the entries i and σ(i, j) (in the image of πj).
Proceed like this for πj+1 to πλ1 and set w := πλ1 . By the definition of πj , it is πjTj = πj−1,
so we obtain a Bruhat chain to (w, T ).

For the moment, the formula by Ram and Yip in Corollary 3.8 derives to

Pλ =
∑

(w,T )∈F(Γ)

xwt(w,T )t
1
2
(ℓ(w)−ℓ(wT )−|T |)(1− t)|T |×

×

 ∏
2≤j≤λ′1
(i,k)∈Tj

1

1− qarm(i,j−1)tk−i


 ∏

2≤j≤λ′1
(i,k)∈Tj

qarm(i,j−1)tk−i


It remains to compress this formula identifying and summarizing the coefficient to the (w, T ),

which correspond to the same nonattacking fillings in T (λ, n). That is, we have to consider
the sum over walks (w, T ) ∈ f−1 of the coefficients. By [5, Theorem 3.7], this sum for a fixed
σ compresses to ∑

(w,T )∈f−1(σ)

so that we finally obtain

Pλ =
∑

σ∈T (λ,n)

xcontent(σ)t
1
2
(ℓ(w)−ℓ(wT )−|T |)(1− t)|T |×

×

 ∏
2≤j≤λ′1
(i,k)∈Tj

1

1− qarm(i,j−1)tk−i


 ∏

2≤j≤λ′1
(i,k)∈Tj

qarm(i,j−1)tk−i


The proof of this last compression part requires a lot of notations, which we want to spare

the reader. [5] considers consecutive columns of nonattacking fillings and associate folds to
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statistics on these columns, like the inversions, descents and differences. He also splits the λ-
chain Γ and the folds, to consider smaller parts of the sum, expresses them in terms of q, t
and desired statistics of the filling, and rearranges the result.

6 Further examples

By now, we have seen the following examples for Macdonald polynomials Pµ in Type A:

µ λ An−1 formula is given in

ω1 + ω2 (2, 1, 0) A2
Ram and Yip Section 3.2
Lenart Section 5.3

2ω2 (2, 2, 0) A2 Ram and Yip Section 3.2
mω1 (m, 0) for m ≥ 1 A1 Lenart Section 5.3 (just a reduced form)
ω1 (1, 0) A1 Lenart Section 5.3
2ω1 (2, 0) A1 Lenart Section 5.3
3ω1 (3, 0) A1 Lenart Section 5.3
4ω1 (4, 0) A1 Lenart Section 5.3
2ω1 + ω2 (3, 1, 0) A2 Lenart Section 5.3

where λ denotes the corresponding partition to the weight µ by Theorem 4.1. The formula of
Ram and Yip is the one in Theorem 3.1, the formula of Lenart is given in Theorem 5.1.
Let us complete the computation of Pλ for all partitions λ of m = 1, 2, 3, 4, so that we have
used both: Theorem 3.1 and Theorem 5.1. In fact, since Theorem 5.1 is just for regular
partitions, we just have to make use of Theorem 3.1 for the partitions (3, 1, 0) and (m, 0). In
the following, we give alcove walks in P(µ⃗) to a weight µ. To avoid confusion, we do not draw
every alcove walk in P(µ⃗) for a fixed set of folds T , but we mark every weight. Denote wt(T )
for the weight of the alcove walk in P(µ⃗), which has folds T and begins at the fundamental
alcove A. Likewise to the examples in Section 3.2, mark the weights wt(T ) with a filled circle,
and mark weights of alcove walks with a different initial alcove by an unfilled circle. For
A2, we use the same image as before, where the fundamental alcove A is the gray colored
alcove. Note, that in our examples the last arrow of each walk points at its weight, since the
constructed µ-walks points at µ. Additionally, we give the term in the alcove walk formula in
Theorem 3.1, which is generated by the walks (w, T ) for the fixed set T .

Am−1: partition (1m) By the definition of the Macdonald symmetric functions (see The-
orem 4.6), the partition (1m) corresponds to

P(1m) = m1m .

The corresponding weight in Type Am−1 is 0, and by the definition of Macdonald polynomials
in Theorem 2.1, we have

P0 = m0 = 1.

These two polynomials are the same under the bijection described in Theorem 4.6.

A2: partition (3, 1, 0) The partition (3, 1, 0) corresponds to the weight µ = 2ω1 + ω2.
Then, the µ-path is of type (0, 2, 1). Although the walks to one weight per orbit suffice to
compute the coefficients of the corresponding orbit sum in Pµ, we give every walk in P(µ⃗) for
a fixed T , unless they overlap. The Macdonald polynomial is by definition

Pµ = mµ + uµ,2ω2m2ω2 + uµ,ω1mω1 .
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The first term mµ corresponds to the following six walks:

H1

H2

Hα1+α2

µ

T = ∅, wt(T ) = µ = 2ω1 + ω2

mwt(T ) =
∑

w∈W xwµ

To determine the coefficient uµ,2ω2 , we consider every walk in P(µ⃗) with weight 2ω2. These
are the walks in the following image with inital alcove 1 and s1:

H1

H2

Hα1+α2

µ

T = {2}, wt(T ) = 2ω2

uµ,2ω2m2ω2 =
(1 + q)(1− t)

1− qt
m2ω2

Any walk in P(µ⃗) with T ̸= ∅, {2} has its weight in Wω1. Thus, consider the walks with
weight ω1 (these are two per image) and summarize their terms to get uµ,ω1 .

H1

H2

Hα1+α2

µ

T = {3} = T−1 = T−s1 = T−s2 ,
wt(T ) = ω1

xω1
1− t

1− q2t2
(q2 + q2t)
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H1

H2

Hα1+α2

µ

T = {1}, wt(T ) = ω2 − ω1

xω1
1− t

(1− qt2)
(1 + t)

H1

H2

Hα1+α2

µ

T = {2, 3}, wt(T ) = ω2 − ω1

xω1
(1− t)2

(1− qt)(1− q2t2)
(q3t+ q)

H1

H2

Hα1+α2

µ

T = {1, 3}, wt(T ) = ω2 − ω1

xω1
(1− t)2

(1− qt2)(1− q2t2)
(qt+ qt)
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H1

H2

Hα1+α2

µ

T = {1, 2}, wt(T ) = ω2 − ω1

xω1
(1− t)2

(1− qt2)(1− qt)
(qt+ 1)

H1

H2

Hα1+α2

µ

T = {1, 2, 3}, wt(T ) = ω1

xω1
(1− t)3

(1− qt2)(1− qt)(1− q2t2)
(q + q2t2)

The coefficient uµ,ω1 is therefore

uµ,ω1 =
1− t

1− q2t2
(q2 + q2t) +

1− t

(1− qt2)
(1 + t)

+
(1− t)2

(1− qt)(1− q2t2)
(q3t+ q) +

(1− t)2

(1− qt2)(1− q2t2)
(qt+ qt)

+
(1− t)2

(1− qt2)(1− qt)
(qt+ 1) +

(1− t)3

(1− qt2)(1− qt)(1− q2t2)
(q + q2t2)

=
2q3t3 − 2q3t2 + 2q2t3 − 3q2t2 + q2 + qt3 − 3qt+ 2q − 2t+ 2

(1− qt)2(1 + qt)
.

Hence, the Macdonald polynomial Pµ for the weight µ = 2ω1 + ω2 is

Pµ =mµ +
(1 + q)(1− t)

1− qt
m2ω2

+
2q3t3 − 2q3t2 + 2q2t3 − 3q2t2 + q2 + qt3 − 3qt+ 2q − 2t+ 2

(1− qt)2(1 + qt)
mω1 .
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As we have seen in Section 5.3, Lenart’s formula yields

P(3,1,0) =m(3,1,0) +
(1− t)(1 + q)

1− qt
m(2,2)

+
2q3t3 − 2q3t2 + 2q2t3 − 3q2t2 + q2 + qt3 − 3qt+ 2q − 2t+ 2

(1− qt)2(1 + qt))
m(2,1,1)

+
(q + 1)(3q2t+ q2 + 2qt+ 2q + t+ 3)(1− t)2

(1− q2t2)(1− qt)
m(14)

for the corresponding partition (3, 1, 0) to µ by Theorem 4.1. By this theorem, or more
precisely under the bijection in Theorem 4.6, these two polynomials are indeed the same:
The partition (2, 1, 1) is the same as (1, 0, 0) in Type A2, so the monomial symmetric func-
tions m(2,1,1) is the orbit sum mω1 . Analogously, m(2,2,0) is mω2 . Moreover, we consider the
polynomials in ΛF,3, i.e., xk = 0 for k ≥ 3. Thus, the monomial symmetric function m(14)

vanishes in Pµ.

A1: partition (m,0) Recall the short example for a realization of Type A1. The corre-
sponding weight in Type A1 to the partition (m, 0) is mω. The mω-path is of type (0, 1)m,
meaning the sequence of alternating 0’s and 1’s, with length 2m and beginning at 0. Since α
is the only root, we get the sequences

γ = (α)m and j = (1, 2, . . . ,m).

The weight mω − ν for a dominant weight ν = ℓω is in Q+ if and only if m − ℓ is even. By
definition, the Macdonald polynomial Pmω is then

Pmω = mmω +


m
2∑
i=1

um,2im2iω if m is even,
m−1

2∑
i=1

um,m−2i+1m(m−2i+1)ω else,

where um,ℓ = umω,ℓω are the unique coefficients in Q(q, t). In the following paragraphs, we
will compute Pmω for m = 2, 3, 4.

A1: partition (2,0) By the previous paragraph, we only need to compute the coeffi-
cient u2,0 of x0. We have six walks, two walks per a set of folds (drawn below the vector
space R):

ω

The Macdonald polynomial is therefore

P2ω = m2ω +
1− t

1− qt
(q + 1)m0 = m2ω +

(q + 1)(1− t)

1− qt
.

A1: partition (3,0) By the previous paragraph, we only need to compute the coeffi-
cient u2,0 of x0. We have six walks, two walks per a set of folds (drawn in the vector space R):
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ω

The Macdonald polynomial is

P3ω =m3ω +

(
1− t

1− q2t
q2 +

1− t

1− qt
+

(1− t)2

(1− qt)(1− q2t)
q

)
m0

=m3ω +
(q2 + q + 1)(1− t)

1− q2t
mω .

A1: partition (4,0) We have to consider the walks with weight 2ω and 0. We have four
walks with weight 2ω:

ω

which determine the coefficient

u4ω,2ω =
1− t

1− q3t
q3 +

1− t

1− qt
+

(1− t)2

(1− q2t)(1− q3t)
q2 +

(1− t)2

(1− qt)(1− q2t)
q

=
(q + 1)(q2 + 1)(1− t)

1− q3t
.

And we have six walks with weight 0:

ω

which determine the coefficient

u4ω,0 =
1− t

1− q2t

(
q2 + 1

)
+

(1− t)2

(1− qt)(1− q3t)

(
q + q3

)
+

(1− t)3

(1− qt)(1− q2t)(1− q3t)

(
q4 + q2

)
=
(q2 + 1)(q2 + q + 1)(1− t)(1− qt)

(1− q2t)(1− q3t)
.

Then, the Macdonald polynomial is

P4ω =m4ω +
(q + 1)(q2 + 1)(1− t)

1− q3t
m2ω +

(q2 + 1)(q2 + q + 1)(1− t)(1− qt)

(1− q2t)(1− q3t)
.
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A2: partition (m,0,0) Before we compute the Macdonald polynomials for a concrete
partition (m, 0, 0), we list some general statements. By the definition, the Macdonald poly-
nomial Pµ to the weight µ = mω1, which corresponds to the partition (m, 0, 0), is

Pµ = mµ +
∑
ν<µ

uµνmν .

A weight ν appears in the sum, if ν is dominant and µ− ν ∈ Q+, that is

ν = µ− (u1α1 + u2α2) = mω1 − u1(ω1 − ω2)− u2(ω2 − ω1)

= (m− u1 + u2)ω1 + (u1 − u2)ω2

for u1, u2 nonnegative integers such that m − u1 + u2, u1 − u2 ≥ 0. So, u2 ≤ u1 ≤ m + u2.
The µ-path is of type (0, 1)m, that is a sequence of alternating 0’s and 1’s, with length 2m
and beginning at 0. Thus, we get the sequences

γ = (α1 + α2, α2)
m and j = (1, 1, 2, 2, . . . ,m,m)

by their definitions (3.6) and (3.7), respectively. The final direction of the µ-path is vµ = s1s2.
Consider the formula in Corollary 3.3 and reduce the following terms:

t
1
2
(ℓ(w−1Ψ(T )(vµ))−ℓ(ω0w)−|T |) = t

1
2
(ℓ(w)−ℓ(w−1Ψ(T )(s1))−|T |)

and for any k ∈ [2m],

qjktht(γ
∨
k ) =

{
q

k
2 t if k is even,
q

k+1
2 t2 else.

We do not have to compute every coefficient uµν of themν for ν < µ: We already computed
some of them regarding the Macdonald polynomial for Type A1. For example, (k, k) is the
same partition as (0, 0) under the bijection between partitions and weights. For more details,
let us consider certain partitions in the next paragraphs.

A2: partition (2,0,0) By the definition, the Macdonald polynomial is

P(2ω1) = m2ω1 + u2ω1,ω2mω2 .

The weight ω2 corresponds to the partition (1, 1, 0) = (1, 1) which corresponds to the weight 0
in Type A1. So we get the same representation as for P2ω in Type A1.

A2: partition (3,0,0) By the definition, the Macdonald polynomial is

P(3ω1) = m3ω1 + u3ω1,ω1+ω2mω1+ω2 + u3ω1,0m0.

The weight ω1 + ω2 corresponds to the partition (2, 1, 0) = (2, 1), which corresponds to
the weight ω in Type A1. Then, the coefficient u3ω1,ω1+ω2 (Type A2) is the same as u3ω,ω
(Type A1), so

u3ω1,ω1+ω2 =
(q2 + q + 1)(1− t)

1− q2t
.

It lasts to consider 30 walks with weight 0. Since the weight is not regular, we have to
normalize their terms multiplying with t−1/2(1 + t).
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Depending on the set of folds T , they generate the following terms:

T term
{1, 4} (1−t)2(1+t)

(1−qt2)(1−q2t)
(
q3t2 + q2t+ qt2 + qt+ q2 + 1

)
{2, 3} (1−t)2(1+t)

(1−qt)(1−q2t2)
(
q3t+ q2t2 + q2t+ qt+ q + t

)
{1, 2, 4} (1−t)3(1+t)

(1−qt2)(1−qt)(1−q2t)
(
2q3t+ q2t2 + q2 + 2qt

)
{1, 3, 4} (1−t)3(1+t)

(1−qt2)(1−q2t2)(1−q2t)
(
2q3t+ q4t2 + 2q2t2 + qt

)
{1, 2, 3, 4} (1−t)4(1+t)

(1−qt2)(1−qt)(1−q2t2)(1−q2t)
(
q5t3 + q4t2 + q3t3 + q3 + q2t+ q

)
Thus, we have

u3ω1,0 =
(q + 1)(q2 + q + 1)(1− t)2

(1− qt)(1− q2t)

and the Macdonald polynomial in Type A2 to the weight 3ω1 is

P3ω = m3ω1

(q2 + q + 1)(1− t)

1− q2t
+mω1+ω2

(q + 1)(q2 + q + 1)(1− t)2

(1− qt)(1− q2t)
.

A2: partition (4,0,0) By the definition, the Macdonald polynomial is

P(4ω1) = m4ω1 + u4ω1,2ω1+ω2m2ω1+ω2 + u4ω1,ω1mω1 + u4ω1,0m0.

The weight 2ω1 + ω2 corresponds to the partition (3, 1, 0) = (3, 1), which corresponds to the
weight 2ω in Type A1. Then, the coefficient u4ω1,2ω1+ω2 (Type A2) is the same as u4ω,ω
(Type A1), so

u4ω1,2ω1+ω2 =
(q + 1)(q2 + 1)(1− t)

1− q3t
.

The weight 2ω2 corresponds to the partition (2, 2, 0) = (2, 2), which corresponds to the
weight 0 in Type A1. Thus, the coefficient u4ω1,2ω2 (Type A2) is the same as u4ω,0 (Type A1),
so

u4ω1,2ω2 =
(q2 + 1)(q2 + q + 1)(1− t)(1− qt)

(1− q2t)(1− q3t)
.

It lasts to consider the walks with weight ω1. They will generate the coefficient

u4ω1,ω1 =
(q + 1)(q2 + 1)(q2 + q + 1)(t− 1)2

(1− q2t)(1− q3t)
.

Then, in Type A2, the Macdonald polynomial to the weight 4ω1 is

P4ω1 =m4ω1 +
(q + 1)(q2 + 1)(1− t)

1− q3t
m2ω1+ω2

+
(q2 + 1)(q2 + q + 1)(1− t)(1− qt)

(1− q2t)(1− q3t)
m2ω2

+
(q + 1)(q2 + 1)(q2 + q + 1)(t− 1)2

(1− q2t)(1− q3t)
mω1 .
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