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Abstract. In this article we study the cohomology of deep level Deligne–
Lusztig varieties of Coxeter type, attached to a reductive group over a
local non-archimedean field, which splits over an unramified extension.
This allows to construct some new irreducible representations of para-
horic subgroups of p-adic groups. Moreover, in the quasi-split case we
prove that these compactly induce to finite direct sums of irreducible su-
percuspidal representations of the p-adic group. This extends previous
results of [DI24], [CI23].

1. Introduction

Let k be a non-Archimedean local field with residue characteristic p > 0,
integers Ok, uniformizer ϖ and residue field Fq. Let k̆ be the completion of

the maximal unramified extension of k, let Ok̆ denote the integers of k̆. Let

F denote the Frobenius automorphism of k̆ over k.
Let G be a reductive group over k, which splits over k̆. Let T ⊆ B

be a maximal torus and a Borel subgroup of G, such that T splits and B
becomes rational over k̆. Denote byW the Weyl group of T in G. Denote by
U resp. U− the unipotent radicals of B resp. the opposite Borel subgroup
and assume that (T,U) is a Coxeter pair (see §2.1). Attached to (T,U) there
is a p-adic Deligne–Lusztig space, on geometric points given by

XT,U = {g ∈ G(k̆) : g−1F (g) ∈ (U− ∩ FU)(k̆)}.
It admits a continuous action of G(k)× T (k) given by (g, t) : x 7→ gxt. See

[Iva23a, §7 and §11] (and §5.2 below). Let θ : T (k)→ Q×
ℓ be a smooth char-

acter. The θ-isotypic component RGT (θ) of the homology of XT,U is an object
in the (derived) category of smooth G(k)-representations, cf. [IM]. The goal
of this article is to further investigate properties of RGT (θ), extending and
generalizing results from [DI24, CI23].

To describe our results we need more notation. The apartment of T in
the reduced Bruhat–Tits building of G consists of one point. Bruhat–Tits
theory attaches to this point a (connected) parahoric Ok-model G of G. By

[Iva23b, Nie24], XT,U admits a decomposition XT,U =
∐
γ∈G(k)/G(Ok)

γXG
T,U ,

where
XG
T,U = {g ∈ G(Ok̆) : g

−1F (g) ∈ (U− ∩ FU)(Ok̆)}
is an affine Fq-scheme (here U denotes the closure of U in G).
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Fix some r ≤ ∞. We can regard G(Ok̆/ϖ
r) = G(Fq) as the geometric

points of a perfect Fq-scheme G = Gr. This is done via the (truncated, if
r <∞) positive loop functor, see e.g. [Zhu17, §1.1] (or [DI24, §2]) for details.
For a subscheme H ⊆ G, we denote by H its closure in G and by H ⊆ G the
corresponding subscheme of G. We denote by F the geometric Frobenius of
G, so that GF = G(Fq). Then XG

T,U is isomorphic to the inverse limit over r
of its truncations in each Gr. Each of these truncations is a perfectly smooth
perfect Fq-scheme, and up to an An-bundle (not affecting the cohomology),
it equals

(1.1) X = XG
T,U,r = {x ∈ G : x−1F (x) ∈ FU},

Note that X is equipped with the action of the finite group GF × TF given
by (g, t) : x 7→ gxt.

By these geometric considerations (+ε), RGT (θ) admits the following more
explicit description (which might, for the purposes of this article, also be
considered as a definition). Let Z ⊆ G denote the center of G. For any
TF -module M , let M [χ] denote the χ-isotypic subspace. Then, if θ|T (Ok)

factors through a character χ of TF , then

RGT (θ) = cInd
G(k)
G(Ok)Z(k)

H∗
c (X)[χ],

where H∗
c (X)[θ] =

∑
i∈ZH

i
c(X,Qℓ)[θ] is the ℓ-adic equivariant Euler char-

acteristic of X (regarded as a virtual GF -module), inflated to a G(Ok)-
representation, and extended to G(Ok)Z(k) in the unique way such that
Z(k) acts by θ|Z(k). Our first main result concerns the representations in
the cohomology of X.

Theorem 1.1. Suppose that q satisfies condition (2.1) (this is always true
when q > 5). Then there exists a Coxeter pair (T,U) such that

dimQℓ
HomGF (H∗

c (X)[χ], H∗
c (X)[χ′]) = ♯

{
w ∈WF

e ;w(χ) = χ′}
for any two smooth characters χ, χ′ of TF , where We denotes the Weyl group
of the special fiber of T in the reductive quotient of the special fiber of G.

In particular, if {w ∈WF
e : w(χ) = χ} = {1}, then H∗

c (X)[χ] is up to sign
an irreducible GF -representation. Note that Theorem 1.1 generalizes [DI24,
Theorem 3.2.3] and [CI23, Theorem 4.1].

Remark 1.2. Recently, under a mild condition on p, Chan [Cha24] shows
by a different approach that the inner product formula holds in a much more
general case, which in particular includes the case that T is elliptic.

Our second main result concerns the cuspidality of the compactly induced
G(k)-representation RGT (θ). It generalizes [CI23, Theorem 6.1].

Theorem 1.3. Assume that G is unramified and that q satisfies condition

(2.1). Let θ : T (k) → Q×
ℓ be smooth with trivial stabilizer in WF . Then

RGT (θ) is up to sign a finite direct sum of irreducible supercuspidal represen-
tations of G(k).
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Some comments on our results are in order. First, we explain why “it suf-
fices” to establish Theorem 1.1 for a single Coxeter pair (T,U). Ultimately,
we are interested in the smooth G(k)-representation RGT (θ). By [Iva23a,
Corollary 7.25, Lemma 11.3], XT,U are mutually G(k)× T (k)-equivariantly
isomorphic, when (T,U) varies through all Coxeter pairs (T,U) with a fixed
T .1 Thus, RGT (θ) is independent of the choice of U . So, it suffices to know
the statement of Theorem 1.1 for at least one Coxeter pair. In fact, our
proof shows that for many groups G Theorem 1.1 holds for all pairs (T,U),
see Remark 2.4.

Next, we explain why the condition on q in Theorems 1.1 and 1.3 is very
mild, so that the theorems even gives rise to new supercuspidal representa-
tions of G(k). Recall that by the work of Yu and Kaletha [Yu01, Kal19],
one can attach a supercuspidal irreducible G(k)-representation π(S,θ) to any
regular elliptic pair (S, θ) consisting of a maximal elliptic torus S ⊆ G and

a sufficiently nice smooth character θ : S(k) → Q×
ℓ . A crucial point for

this to work is the existence of a Howe factorization of θ, cf. [Kal19, §3.6].
However, not all characters admit a Howe factorization, when the residue
characteristic p is small and G is not an inner form of GLn.

For instance, if p ∈ {2, 3, 5}, there exist many examples of pairs (T, θ) with
T unramified Coxeter (hence covered by Theorem 1.1 when q satisfied condi-
tion (2.1) – in particular, whenever q > 5) such that StabWF

e
(θ) = {1}, but

θ does not admit a Howe factorization. For examples of (T, θ) not admitting
a Howe factorization we refer to the forthcoming work of Fintzen–Schwein
[FS], where an algebraic approach to the extension of Yu’s construction is
pursued. As mentioned in [CO23], since StabWF

e
(θ) = {1} one should expect

an irreducible supercuspidal G(k)-representation attached to (T, θ), but Yu’s
construction does not apply as there is no Howe factorization. The point
is now that our cohomological construction does not require any condition
on p, but only a mild one on q. In particular, there are many examples of
k,G, T, θ such that ±H∗

c (X)[θ|T (Ok)] is an irreducible G(Ok)-representation,
which does not appear in Yu’s construction. Moreover, Theorem 1.3 implies
that its induction to G(k) is supercuspidal.

Acknowledgements. The first author is grateful to Jessica Fintzen and
David Schwein for explaining their results on characters without Howe de-
composition. The first author gratefully acknowledges the support of the
German Research Foundation (DFG) via the Heisenberg program (grant nr.
462505253).

2. Preparations

2.1. More notation. We use the notation from the introduction. More-
over, we denote by NG(T ) the normalizer of Tk̆ in Gk̆, so thatW = NG(T )/T

1This is not clear for the schemes XT,U,r at least if G is not quasi-split (for the quasi-
split case, see [DI24, Corollary 4.1.4]).
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is the Weyl group of T , by X∗(T ) (resp. X∗(T )) the group of characters
(resp. cocharacters) of Tk̆ and by ⟨·, ·⟩ : X∗(T ) × X∗(T ) → Z the natural

pairing. We write Φ for the root system of Tk̆ in Gk̆, Φ
+ for the subset of

positive roots determined by B, and ∆ ⊆ Φ+ for the subset of positive simple
roots. We write S ⊆W for the corresponding set of simple reflections.

Let c ∈ W be the unique element such that FB = cB. Then for any lift
ċ of c, Ad(ċ)−1 ◦ F : G(k̆) → G(k̆) fixes the pinning (T,B), hence defines
automorphisms, denoted by σ, of the based root system ∆ ⊆ Φ and of the
Coxeter system (W,S). Note that σ does not depend on the choice of the
lift ċ. We call (T,B) (or (T,U)) a Coxeter pair if c is a σ-Coxeter element in
the Coxeter triple (W,S, σ), that is, if a(ny) reduced expression of c contains
precisely one element from each σ-orbit on S. Moreover, we assume until
the end of §4 that c is σ-Coxeter, and hence (T,U) is a Coxeter pair.

Except for G, G and their subgroups (which are defined over k, k̆ resp.
Ok,Ok̆), all schemes appearing below are perfect schemes perfectly of finite

presentation and perfectly smooth over Fq. For a review of perfect geome-
try we refer to [Zhu17, Appendix A]. We freely make use of the 6-functor
formalism of étale cohomology for such schemes with Qℓ-coefficients. More-
over, we fix a prime number ℓ ̸= p, and for a perfect Fq-scheme we denote

by H∗(Y ) = H∗
c (Y,Qℓ) its ℓ-adic étale cohomology with compact support.

2.2. Pinning. We may express the action of the Frobenius F on X∗(T )Q as
F = µcσ : x 7→ µ+ cσ(x) for some µ ∈ X∗(T ). There is a unique point e ∈
QΦ∨ such that F (e) ∈ e+X∗(Z)Q, or equivalently, µ+ cσ(e)− e ∈ X∗(Z)Q.
Let

Φe = {α ∈ Φ; ⟨α, e⟩ ∈ Z}.
We denote by ∆e the set of simple roots of Φ+

e = Φe ∩Φ+. Let We ⊆W be
the Weyl group of Φe. Note that G from the introduction is the parahoric
model attached to the image of e in the reduced building of G, and that Φe
(resp. We) is the root system (resp. Weyl group) of the reductive quotient
of the special fiber of G.

Also, note that the action of F on W agrees with Ad(c) ◦ σ; we denote
it by F = cσ : W → W . This action stabilizes We ⊆ W . Finally, for an
element w ∈We we denote by ẇ ∈ G(Fq) an arbitrary (fixed) lift of w.

2.3. A condition on q. Let ω∨
α denotes the fundamental coweight of α ∈ ∆.

For a σ-orbit O ⊆ ∆ of simple roots, we set ω∨
O =

∑
α∈O ω

∨
α , where ω

∨
α

denotes the fundamental coweight of α ∈ ∆. We prove our main result
under the following condition on q:

(2.1) q > M = max{⟨γ, ω∨
O⟩; γ ∈ Φ+,O ∈ ∆/⟨σ⟩}.

Note thatM only depends on the (relative) Dynkin diagram ∆ of the quasi-
split inner form of G over k. If ∆ is connected then M takes the following
values: M = 1 for type An; M = 2 for types Bn, Cn, Dn,

2An,
2Dn; M = 3

for types G2, E6,
3D4; M = 4 for types F4, E7,

2E6; M = 6 for type E8. If
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the quasi-split inner form of G is split, thenM is the same as in [DI24, §2.7],
and it differs otherwise. Just as in [DI24, §2.7], for arbitrary G the constant
M equals the maximum of the values of M over all connected components
of the Dynkin diagram of Gk̆ (equipped with the smallest power of σ fixing
the connected component). In particular, (2.1) holds whenever q > 5.

2.4. A Coxeter element in We. It turns out that c determines a (twisted)
Coxeter element of We. Write c = sα1 · · · sαr , where {α1, . . . , αr} ⊆ ∆ is a
set of representatives of σ-orbits of ∆.

Let I = (i1 < i2 < · · · < im) be a subsequence of [r] := (1 < 2 < · · · < r),
and let I ′ = (j1 < jr < · · · < jr−m) be the complement sequence of I in [r].
We define

σI,c = sαi1
sαi2
· · · sαim

σ;

cI = sβj1sβj2 · · · sβjr−m
;

∆I,c = {βjl ; 1 ⩽ l ⩽ r −m}

where βjl = sαi1
sαi2
· · · sαit

(αjl) with 1 ⩽ t ⩽ m−1 such that it < jl < it+1.
By definition, cσ = cIσI,c.

Theorem 2.1. Let c, µ and e = eµ,c be as in §2.2. Then there exist a
sequence I = Iµ,c of 1 < 2 < · · · < r such that

(1) σI,c(∆e) = ∆e;
(2) ∆I,c ⊆ ∆e is a representative set of σI,c-orbits of ∆e;
(3) σiI,c = 1 if and only if σiI,c fixes each root of ∆e.
In particular, cI is a σI,c-Coxeter element of We.

This theorem is proven in §4.

2.5. Support. For α ∈ Φ we denote by supp(α) ⊆ ∆ the minimal subset
whose linear span contains α. For a subset C ⊆ Φ we set supp(C) =
∪α∈C supp(α). For w ∈W we denote by supp(w) the set of simple reflections
which appear in some/any reduced expression of w.

Lemma 2.2. Let C ⊆ Φ be a cσ-orbit. Then supp(C) is σ-stable.

Proof. Let c = sα1 · · · sαr be as in §2.4. Let α ∈ supp(γ) for some γ ∈ C. It
suffices to show that the σ-orbit O of α is contained in supp(C). Set δ = ♯O.
Let 1 ⩽ j ⩽ r be the unique integer such that αj ∈ O. Let 0 ⩽ i0 ⩽ δ − 1
such that

α, σ−1(α), . . . , σ1−i0(α) ̸= αj and σ
−i0(α) = αj .

Then one checks that (cσ)−i0 = σ−i0w for some w ∈W such that supp(w) ⊆
∆ − {α}. Hence α ∈ supp(w(γ)) and αj = σ−i0(α) ∈ supp(σ−i0w(γ)) =
supp((cσ)−i0(γ)). So we can assume that α = αj . Let 0 ⩽ i ⩽ δ − 1. Note
that (cσ)i = uiσ

i for some ui ∈W with supp(ui) ⊆ ∆−{σi(αj)}. It follows
that σi(α) ∈ supp((cσ)i(γ)). So the statement follows. □
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Proposition 2.3. Let C be a cσ-orbit of Φ. Then supp(C) = ∪i∈Zσi(H),
where H is a connected component of ∆.

Proof. Without loss of generality we may assume that ∆ = ∪i∈Zσi(H). We
argue by induction on ♯∆. Assume the statement is false. Let c = sα1 · · · sαr

be as in §2.4. By Lemma 2.2 there exists 1 ⩽ j ⩽ r such that C ⊆ ΦK ,
where K = ∆−O and O is the σ-orbit of αj . By replacing c with its WK-σ-
conjugate sαj · · · sαrσ(sα1 · · · sαj−1), we can assume that j = 1 and α1 ∈ O.
Let c′ = sα1c, which is a σ-Coxeter element of WK . As C ⊆ ΦK , C is also
a c′σ-orbit of ΦK . By induction hypothesis we have supp(C) = ∪i∈Zσi(D),
where D is a connected component of H − {α1}. As H is connected, there
exists γ ∈ C and β ∈ supp(γ) such that

0 > ⟨α1, β
∨⟩ ⩾ ⟨α1, γ

∨⟩.

Then we have σ−1(α1) ∈ supp((cσ)−1(γ)), contradicting that C ⊆ ΦK . The
proof is finished. □

2.6. A condition on the σ-Coxeter element. Let c, µ, e = eµ,c, I = Iµ,c,
cI , σI = σI,c and ∆I = ∆I,c ⊆ ∆e be as in Theorem 2.1. Denote by
ℓ : W → Z≥0 (resp. ℓe : We → Z⩾0) the length function associated to the
set ∆ (resp. ∆e) of simple roots. Let w0 and we be the longest elements
of W and We respectively. We consider the following condition on c, or,
equivalently, on the pair (T,U):

(∗) There exists N ∈ Z⩾1 such that (cσ)N = w0σ
N , Nℓ(c) = ℓ(w0).

Remark 2.4. If ∆ is connected, then there always exists a σ-Coxeter ele-
ment c ∈ W satisfying (∗), see [Bou68, Chap. V, Prop. 6.2]. Moreover, if
the Coxeter number of G is even, then any c satisfies this condition.

Lemma 2.5. Suppose c satisfies condition (∗). Then (cIσI)
N = weσ

N
I and

Nℓe(cI) = ℓe(we).

Proof. By Theorem 2.1, cIσI = cσ and σI(∆e) = ∆e. As (cIσI)
N = w0σ

N ,
it follows that (cIσI)

N sends Φ+
e to −Φ+

e , that is, (cIσI)
N = weσ

N
I .

It remains to show ℓe((cIσI)
i+1) = ℓe((cIσI)

i)+ℓe(cIσI) for 1 ⩽ i ⩽ N−1.
Indeed, this is equivalent to that for any α ∈ Φ+

e with (cIσI)
−1(α) < 0 we

have (cIσI)
i(α) > 0. This statement follows from that cIσI = cσ and

ℓ((cσ)i+1) = ℓ((cσ)i) + ℓ(cσ) for 1 ⩽ i ⩽ N − 1. □

For w ∈ W we denote by supp(w) the set of simple reflections in ∆ that
appears in some/any reduced expression of w. For u ∈ We, we can define
supp∆e

(u) ⊆ ∆e in a similar way.

Corollary 2.6. Suppose c satisfies condition (∗). Let K ⊊ ∆e be a proper
σI-stable subset. Then there exists a proper σ-stable subset J ⊊ ∆ such that
σI ∈WJσ and weWK ⊆ w0WJ .
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Proof. Let notation be as in §2.4. As ∆I = {βj ; j ∈ I ′} with I ′ = [r] − I
is a representative set of ∆e, there exists i ∈ I ′ such that βi /∈ K. Let
J = ∆ − Oi, where Oi is the σ-orbit of αi. By construction, supp(s) ⊆ J
for s ∈ K and supp(σIσ

−1) ⊆ J . By Lemma 2.5 we have

we = (cIσI)
Nσ−NI = (cσ)Nσ−NI = w0σ

Nσ−NI ⊆ w0WJ .

Thus weWK ⊆ w0WJ as desired. □

Lemma 2.7. Let K1,K2 ⊆ ∆e be two σI-stable subsets. Let c1 and c2 be
two σI-Coxeter elements of WK1 and WK2 respectively. Let w ∈ We such
that c1σI(w) = wc2. Then there exists x ∈ K1We

K2 such that xK2 = K1

and w ∈ xWK2.

Proof. By symmetry we may assume ♯K1 ⩽ ♯K2. Let x ∈ K1We such
that w ∈ WK1x. Then there exists c′2 ≤ c2 such that xc2 ∈ WK1xc

′
2 and

xc′2 ∈ K1We. Hence we have σI(x) = xc′2. Note that c′2 is a partial σI -
Coxeter element, which is of minimal length (in the sense of ℓe) in its σI -
conjugacy class. Thus c′2 = 1, x = σI(x) and x(supp∆e

(c2)) ⊆ K1, which
implies that x(K2) ⊆ K1. Hence x(K2) = K1 since ♯K1 ≤ ♯K2. Thus
x ∈ K1We

K2 as desired. □

3. Cohomology of X

Recall the scheme X from (1.1) equipped with GF × TF -action.

3.1. The schemes Σi. Let i ∈ Z. We define

Σi = {(x, x′, y) ∈ FU× F i+1U×G;xF (y) = yx′}.
Let pr3 : Σi → G be the natural projection. There is a locally closed
decomposition

Σi =
⊔

w∈We

Σiw,

where Σiw = pr−1
3 (UwTG1F iU).

The group TF × TF acts on Σi and on each of the pieces Σiw by

(t, t′) : (x, x′, y) 7−→ (txt−1, t′x′t′
−1
, tyt′

−1
).

As in [DL76, p.137] there is a TF×TF -equivariant isomorphismX×X/GF ∼→
Σ0, and for characters χ, χ′ of TF we have

dimQℓ
HomGF (H∗(X)[χ′], H∗(X)[χ]) = dimH∗(Σ

0)χ′,χ−1 ,

where H∗(Σ
0)χ′,χ is the corresponding isotropic subspace of H∗

c (Σ
0).

Let Z ⊆ G denote the centre of G and consider the embedding z 7→
(z, z−1) : Z → T ×T . Then the above TF ×TF -action on Σi factors through

an action of the quotient TF×ZF TF . This latter action extends to the action

of TF ×ZF TF ⊆ (T ×Z T)F on Σi (and Σiw for w ∈ We) given by the same
formula. By the discussion in [DI24, §4.2] which applies in our more general
setting, Theorem 1.1 follows from the next result.
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Theorem 3.1. Suppose that q satisfies condition (2.1). Then there exists a
Coxeter pair (T,U) such that

H∗(Σ
0
w) =

{
H∗((ẇT)cσ) if w ∈W cσ

e ,

{0} otherwise.

as virtual (T×Z T)F -modules.

As a first step towards the proof of Theorem 3.1 we observe that the whole
discussion of [DI24, §4.3] applies mutatis mutandis in our setting. Thus it
suffices to prove Theorem 3.1 in the case that ∆ is connected. In particular,
there exists some c satisfying condition (∗), cf. Remark 2.4. Now Theorem
3.1 follows from Corollary 3.7 and Proposition 3.12 below.

3.2. An extension of action. Let w ∈We. We set Kw,i =
w−1

U−∩F iU−.
Define

Σ̂iw = {(x̃, x̃′, y1, τ, z, y2) ∈ FU×F i+1U×U×ẇT×K1
w,i×F iU; x̃F (τz) = y1τzy2x̃

′}.

We define an action of TF × TF on Σ̂iw by

(t, t′) : (x̃, x̃′, y1, τ, z, y2) 7−→ (tx̃t−1, t′x̃′t′
−1
, ty1t

−1, tτ t′
−1
, t′zt′

−1
, t′y2t

′−1
).

Then there is an TF × TF -equivariant affine space bundle

πiw : Σ̂iw −→ Σiw, (x̃, x̃′, y1, τ, z, y2) 7−→ (x̃F (y1)
−1, x̃′F (y2), y1τzy2).

Let χ ∈ X∗(T ) which centralizes Kw,i. Define

Hw,χ = {(t, t′) ∈ T× T;w−1t−1F (t)w = t′
−1
F (t′) ∈ Im(χ)}.

Then Hw,χ acts on Σ̂iw by

(t, t′) : (x̃, x̃′, y1, τ, z, y2) 7−→ (F (t)x̃, F (t′)x̃′, F (t)y1, tτ t
′−1
, t

′
z, F (t′)y2).

Lemma 3.2. Let w ∈ We \W cσ
e such that Σiw ̸= ∅. Then there exists a

proper subset K = σI(K) ⊊ ∆e such that w(cIσI)
iσ−iI ∈ weWK .

Proof. Let wi = w(cIσI)
iσ−iI ∈We. By assumption we have

cσBw(cσ)iBG1(cσ)−i−1 ∩ Bw(cσ)iBG1cσB(cσ)−i−1 ̸= ∅.
As cIσI = cσ, this implies that

cIσIB1w(cIσI)
iB1 ∩ B1w(cIσI)

iB1cIσI ̸= ∅,
that is,

cIB1σI(wi)B1 ∩ B1wiB1(σI)
i(cI) ̸= ∅.

In particular there are σI -Coxeter elements v′ ≤e cI and v ≤e (σI)
i(cI) of

some σI -stable subsetsK
′ andK of ∆e respectively (one of which is a proper

subset of ∆e since w ∈We \W cσ
e ) such that v′σI(wi) = wiv and

(a) B1wiB1(σI)
i(cI) ∩ B1wivB1 ̸= ∅.

Applying Lemma 2.7, there exist x = σ(x) ∈ K′
We

K such that K ′ = xK
and wi ∈ xWK . Moreover, it follows from (a) that for any simple reflection
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s ∈ supp∆e
(σiI(cI)) \ K we have xs ∈ WK′x or xs ≤e x. The former is

impossible since s /∈ WK = xWK′x−1. So we have xs ≤e x. Moreover, as
xsx−1 /∈ WK′ we have wK′xs ≤e wK′x = xwK , where wK and wK′ are the
maximal elements ofWK and wK′ respectively. As xwK is σI -stable, we have
xwKs ≤e xwK for all s ∈ ∆e, that is, xwK = we. Hence wi ∈ weWK . □

Let N0 ∈ Z⩾0 be the order of cσ ∈W ⋊ ⟨σ⟩. Define

NFN0

F : T −→ T, t 7−→ tF (t) · · ·FN0−1(t).

Lemma 3.3. Let χ ∈ X∗(T ) and let C be a cσ-orbit of Φ. Assume χ is non-

central on C and |⟨χ, β⟩| < q for β ∈ C. Then
∑N0−1

i=0 qi⟨γ, (cσ)i(χ)⟩ ≠ 0 for
γ ∈ C. In particular, the action of Gm on Uγ for γ ∈ C, via the morphism

NFN0

F ◦ χ, is nontrivial.

Proof. By assumption, |⟨γ, (cσ)i(χ)⟩| = |⟨(cσ)−i(γ), χ⟩| < q for 0 ⩽ i ⩽
N0 − 1, and there exists 0 ⩽ i0 ⩽ N0 − 1 such that ⟨(cσ)−i0(γ), χ⟩ ≠ 0.
Hence the statement follows. □

Let Gm ⊆ O×
k̆

be the Teichmüller lift of the quotient map O×
k̆
→ F×

q .

Assume that r ∈ Z⩾1.

Lemma 3.4. Consider the homomorphism

fw,χ : Gm −→ T× T, x 7−→ (NFN0

F (wχ(x)), NFN0

F (χ(x))).

Then Im(fw,χ) ⊆ H◦
w,χ.

Proof. By definition. FN0(λ(x)) = λ(xq
N0 ) for x ∈ k̆. Hence

NF (χ(x))
−1F (NF (χ(x))) = χ(x)−1FN0(χ(x)) = χ(x−1σN0(x)).

So the statement follows. □

3.3. Handling Σ0
w for w ∈ We \W cσ

e . Let i ∈ Z. Following [DI24, §5] we
define an isomorphism of varieties

αi : Σ
i −→ Σi+1, (x, x′, y) 7−→ (x, F (x′), yx′).

For w, u ∈We we define

Y i
w,u = Σiw ∩ (αi)

−1(Σi+1
u );

Zi+1
w,u = αi(Σ

i
w) ∩ Σi+1

u = αi(Y
i
w,u).

Let Ŷ i
w,u = (πiw)

−1(Y i
w,u) and Ẑ

i
w,u = (πi+1

u )−1(Zi+1
w,u ).

Lemma 3.5. Let w, u ∈ We. Let χ, µ ∈ X∗(T ) which centralizes Kw,i and

Ku,i+1 respectively. Then Hw,χ and Hu,µ preserve Ŷ i
w,u and Ẑ

i+1
w,u respectively.

Proof. This is proved in [DI24, §5]. □
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Proposition 3.6. Suppose that condition (∗) holds and that q satisfies con-
dition (2.1). Let i ∈ Z. Then

H∗(Ŷ
i
w,u) = H∗(Y

i
w,u) = H∗(Z

i+1
w,u ) = H∗(Ẑ

i+1
w,u ) = 0

if w or u belongs to We \W cσ
e .

Proof. Without loss of generality we can assume that w ∈ We \W cσ
e and

Ŷ i
w,u ̸= ∅. In particular, Σiw ̸= ∅. By Lemma 3.2 and Corollary 2.6, there

are subsets K = σI(K) ⊊ ∆e and J = σ(J) ⊊ ∆ such that

w(cσ)i ∈ weWK(σI)
i ⊆ weWJσ

i = w0WJσ
i.

Thus

Kw,i ⊆ w−1
(U− ∩ w(cσ)iU−) ⊆ w−1w0MJ ,

where MJ is the Levi subgroup generated by T and Uγ for γ ∈ ΦJ . Let

O ∈ ∆\J be a σ-orbit. ThenWJ fixes ω∨
O, andKw ⊆ w−1w0MJ is centralized

by

χ := w−1w0(ω
∨
O) = w−1w(cσ)iσ−i(ω∨

O) = (cσ)i(ω∨
O).

Moreover, w(χ) = w0σ
N (ω∨

O) = (cσ)N (ω∨
O).

Let fw,χ : Gm → Hw,χ be the as in Lemma 3.4. In view of Lemma 3.5,

via fw,χ the action of Hw,χ on Ŷ i
w,u induces an action of Gm on Ŷ i

w,u, which

commutes with action of TF × TF . Hence

H∗
c (Yw,u) = H∗

c (Ŷ
i
w,u) = H∗

c ((Ŷ
i
w,u)

Gm),

it suffices to show (Ŷ i
w,u)

Gm = ∅. To this end, we can assume that ∆ =

∪i∈Zσi(H) for some/any connected componentH of ∆. Then by Proposition
2.3, χ,w(χ) ∈ {(cσ)i(ω∨

O); i ∈ Z} are non-central on each cσ-orbit of Φ. As
q > M , it follows from Lemma 3.3 that

(Ŷ i
w,u)

Gm ⊆ {1} × {1} × {1} × T× {1} × {1}.

As w ∈We \W cσ
e , we deduce that (Ŷ i

w,u)
Gm = ∅ as desired. □

Corollary 3.7. Let i ∈ Z and w ∈We. If w ∈We \W cσ
e then H∗(Σ

i
w) = 0.

Otherwise,

H∗(Σ
i
w) =

∑
u∈W cσ

e

H∗(Y
i
w,u) =

∑
u∈W cσ

e

H∗(Z
i
u,w) =

∑
u∈W cσ

e

H∗(Y
i−1
u,w ).

Proof. Note that Σiw = ⊔u∈WeY
i
w,u = ⊔u∈WeZ

i
u,w and Ziu,w

∼= Y i−1
u,w . Then

the statement follows from Proposition 3.6. □

3.4. Handling Σ0
w for w ∈W cσ

e .

Lemma 3.8. Suppose that Condition (∗) holds. Let i ∈ Z and w, u ∈ W cσ
e

such that Y i
w,u ̸= ∅. Then w = u if either σI ̸= 1 or σI = 1 and wciI ̸= we.
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Proof. By assumption, we have

B1w(cIσI)
iB1cIσIB1(cIσI)

−i−1 ∩ B1u(cIσI)
i+1B1(cIσI)

−i−1 ̸= ∅,
that is, B1w(cIσI)

iB1cIσIB1∩B1u(cIσI)
i+1B1 ̸= ∅. Thus there exists v ≤e cI

such that w(cIσI)
ivσI = u(cIσI)

i+1. Note that w, u ∈ W cσ
e ⊆ ⟨cIσI⟩. We

have

vσI = (cIσI)
−iw−1u(cIσI)

i+1 = w−1u(cIσI) ∈ ⟨cIσI⟩.
In particular, it follows from Lemma 2.5 that ℓe(v) is divided by ℓe(cI).

Assume that either σI ̸= 1 or σI = 1 and wciI ̸= we. If v ̸= 1, then
ℓe(v) = ℓe(cI) since 1 ̸= v ≤ cI . Hence we have v = cI and w = u as desired.
Suppose v = 1. Then cI = u−1w ∈ W cσ

e , which means that σI(cI) = cI .
Hence σI = 1 by Theorem 2.1 (3). By assumption we have σI = 1 and
wσiI ̸= we. As v = 1, we have wciIs < wciI for all s ∈ supp∆e

(cI) = ∆e, that

is, wciI = we, a contradiction. □

Theorem 3.9 ([IN24], Theorem 3.1). The map (u1, u2) 7→ u−1
1 u2F (u1)

gives an isomorphism

ϕ : (FU ∩ U)× (FU ∩ U−) ∼= FU.

In particular, ϕ restricts to an isomorphism

(FU1 ∩ U)× (FU ∩ U−) ∼= U1(FU ∩ U−).

For i ∈ Z and w ∈We we define

♭Σiw = {(x, x′, y) ∈ (FU∩U−)×F i(FU∩U−)× (BẇG1F iB);xF (y) = yx′}.

Lemma 3.10. The map (x, x′, y) 7→ (x2, x
′
2, x1yF

i(x′1)
−1, x1, x

′
1) gives an

TF × TF -equivariant isomorphism

Σiw
∼= ♭Σiw × (FU ∩ U)× (FU ∩ U),

where (x1, x2) = ϕ−1(x) and (x′1, x
′
2) = ϕ−1(x′). In particular, H∗

c (Σ
i
w)
∼=

H∗
c (
♭Σiw).

Proof. It follows by definition and Theorem 3.9. □

Lemma 3.11. Suppose that c satisfies condition (∗). Let w = (cσ)m ∈W cσ
e

for some m ∈ Z. Then we have H∗(Σ
N−m
w ) = H∗(ẇTF ) = H∗(

♭Σ2N−m
w ) =

H∗(Σ
2N−m
w ).

Proof. The first equality is proved in [DI24]. We show the last two equalities.

Let (x, x′, y) ∈ ♭Σ2N−m
w . By definition,

y ∈ G1Bẇ(cσ)2N−mB(cσ)m−2N = UTU−,1ẇ.

So we may write y = y1τy2w uniquely with y1 ∈ U, τ ∈ T and y2 ∈ U−,1.
Then the equality xF (y) = yx′ is equivalent to

τ−1y−1
1 xF (y1)F (τ) = y2ẇx

′ẇ−1F (y−1
2 ) = y2x

′′F (y−1
2 ),

where x′′ = ẇx′ ∈ FU ∩ U− since w = (cσ)m.
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By Theorem 3.9, the map (g1, g2) 7→ g−1
1 g2F (g1) gives isomorphisms

U× (FU ∩ U−) ∼= U(FU ∩ U);
U−,1 × (FU ∩ U−) ∼= (FU ∩ U−)FU−,1.

So we can make changes of variables (x, x′′, y1, y2) 7→ (z1, z2, z3, z4), where

(z1, z2, z3, z4) ∈ U× FU ∩ U− × U−,1(FU ∩ U−)× FU−,1 ∩ U

such that y−1
1 xF (y1) = z1z2 and y2x

′′F (y2)
−1 = z3z4. Then we have

τ−1z1z2F (τ) =
τ−1

z1L(τ)
F (τ)−1

z2 = z3z4,

where L(τ) = τ−1F (τ). As z4 ∈ U1 we can have

F (τ)−1
z2z

−1
4 = h+h0h− ∈ UTU−,

where h+ ∈ U1, h0 ∈ T1 and h− ∈ (FU∩U−)U−,1 = F (UU−,1)∩U−. Hence

τ−1
z1
L(τ)h+L(τ)h0h− = z3.

It follows that z1 =
F (τ)h−1

+ , L(τ) = h−1
0 and z3 = h−. Therefore,

♭Σ2N−m
w = {(τ, z2, z4) ∈ T×(FU∩U−)×(FU−,1∩U);L(τ) = pr0(

F (τ)−1
z2z

−1
4 )},

where pr0 : U1TU− → T is the natural projection.

Note that (t, t′) ∈ TF×TF acts on ♭Σiw by (τ, z2, z4) 7→ (tτw(t′)−1, tz2,
w(t′)z4).

Now we define and action of s ∈ T on ♭Σiw by (τ, z2, z4) 7→ (τ, sz2,
sz4). Then

the actions of T and TF ×TF commutes with each other. Thus, by Lemma
3.10 we have

H∗(Σ
2N−m
w ) = H∗(

♭Σ2N−m
w ) = H∗((

♭Σ2N−m
w )T) = H∗(ẇTF )

as desired. □

Proposition 3.12. Suppose that Condition (∗) holds and that ∆ is con-
nected. Then H∗

c (Σ
0
w) = H∗

c (ẇTF ) for w ∈W cσ
e .

Proof. Let w ∈W cσ
e . As ∆ is connected, we may write w = (cσ)m for some

m ∈ Z. By Corollary 3.7 we have

(a) H∗(Σ
i
w) =

∑
u∈W cσ

e

H∗(Y
i
w,u), H∗(Σ

i+1
w ) =

∑
u∈W cσ

e

H∗(Y
i
u,w).

First we assume σI ̸= 1. By Lemma 3.8 for any w′, u′ ∈ W cσ
e we have

Y i
w′,u′ ̸= ∅ if and only if w′ = u′. It follows by (a) that

H∗(Σ
i
w) = H∗(Y

i
w,w) = H∗(Σ

i+1
w ).

By Lemma 3.11 we have H∗(Σ
0
w) = H∗(Σ

N−m
w ) = H∗(wTF ) as desired.

Now we assume σI = 1. Let notation be as in Lemma 2.5. We can assume
that w = cmI with 0 ⩽ m ⩽ 2N − 1. If 0 ⩽ m ⩽ N , it follows from (a),
Lemma 3.8 and Lemma 3.11 that

H∗(Σ
0
w) = H∗(Σ

1
w) = · · · = H∗(Σ

N−m
w ) = H∗(ẇTF ).
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If N + 1 ⩽ m ⩽ 2N − 1, similarly we have

H∗(Σ
0
w) = H∗(Σ

1
w) = · · · = H∗(Σ

2N−m
w ) = H∗(ẇTF ).

So the statement follows. □

4. Proof of Theorem 2.1

In this section, we fill in the proof for Theorem 2.1. First we show that
it suffices to consider one particular Coxeter element.

Lemma 4.1. Let α ∈ {α1, σ
−1(αr)} such that c′ = sαcσ(sα). Suppose

Theorem 2.1 holds for (µ, c). Then it also holds for (sα(µ), c
′).

Proof. Let µ, e, I be as in Theorem 2.1. Let e′ = esα(µ),c′ = sα(e) and
Φe′ = sα(Φe). Assume that I = (i1 < · · · < im). Without loss of generality
we can assume α = σ−1(αr) and c′ = sα′

1
sα′

2
· · · sα′

r
with α′

1 = αr and

α′
i = αi−1 for 2 ⩽ i ⩽ r.
First we assume that r ∈ I. Then r = im and σI,c(α) < 0, which means

that α /∈ ∆e = σI,c(∆e). Thus Φ+
e′ = sα(Φ

+
e ) since α ∈ ∆ is a simple root.

In particular, ∆e′ = sα(∆e). We take

I ′ = (1 < i1 + 1 < i2 + 1 < · · · < im−1 + 1).

Then σI′,c′ = sασI,csα, c
′
I′ = sαcIsα and the statement follows.

Now we assume that r /∈ I. Then σI,c(α) ∈ ∆I,c ⊆ ∆e = σI,c(∆e). Thus
α ∈ ∆e and ∆e′ = ∆e. We take

I ′ = (i1 + 1 < i2 + 1 < · · · < im + 1).

Then σI′,c′ = σI,c, c
′
I′ = sαcIσI,c(sα) and the statement also follows. □

To finish the proof, we will take a particular σ-Coxeter element c such that
and verify the statement directly. Moreover, we can assume ∆ is connected.

Let P be the coweight lattice of Φ. If µ = 0 ∈ P/(1− cσ)P , then ∆e = ∆
and the statement is trivial. So we may assume that P/(1 − c)P ̸= {0},
which excludes the types 2An−1 (n odd), 2Dn,

3D4, E8,
2E6, F4, G2. Then

we will take a case-by-case analysis for the remaining types.
We adopt the labelling of Dynkin diagrams by positive integers as in

[Hum72]. For i ∈ Z⩾1. let si and ω∨
i denote the corresponding simple

reflection and fundamental coweight, respectively.

Case (1): ∆ is of type An−1. Take c = s1s2 · · · sn−1. Then we have
P/(1 − cσ)P = {0, ω∨

1 , ω
∨
2 , . . . ω

∨
n−1}. Assume µ = ω∨

k with k ∈ Z. Let
m = gcd(k, n) ∈ Z⩾1. Then we take I to be the complement of the sequence
I ′ = (n/m, 2n/m, · · · , (m− 1)n/m).

Case (2): ∆ is of type 2An−1 with n ⩾ 4 even. Take c = s1s2 · · · sn/2.
Then P/(1− cσ)P = {0, ω∨

1 }. Assume µ = ω∨
1 . Then we take I = (n/2).
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Case (3): ∆ is of type Bn with n ⩾ 2. Take c = s1s2 · · · sn. Then
P/(1− cσ)P = {0, ω∨

1 }. Assume µ = ω∨
1 . Then we take I = (n).

Case (4): ∆ is of type Cn with n ⩾ 3. Take c = s1s2 · · · sn. Then P/(1−
cσ)P = {0, ω∨

n}. Assume µ = ω∨
n . Then we take I = (1, 3, . . . , n− (−1)n+1

2 ).

Case (5): ∆ is of type Dn with n ⩾ 4. Take c = s1s2 · · · sn. Then
P/(1 − cσ)P = {0, ω∨

1 , ω
∨
n−1, ω

∨
n}. If µ = ω∨

1 , take I = (n − 1, n). It
remains to handle the case µ = ω∨

n−1 by symmetry. If n is even, take
I = (1, 3, . . . , n− 3, 4) if 4 | n and I = (1, 3, . . . , n− 3, n− 1) if 4 ∤ n. If n is
odd, take I = (1, 3, . . . , n− 4, . . . , n− 2, n).

Case (6): ∆ is of type E6. Take c = s1s3s4s2s5s6. Then P/(1 − cσ)P =
{0, ω∨

1 , ω
∨
6 }. By symmetry we can assume µ = ω∨

1 . Then take I = (1, 3, 5, 6).

Case (7): ∆ is of type E7. Take c = s7s6s5s4s2s3s1. Then P/(1− cσ)P =
{0, ω∨

7 }. If µ = ω∨
7 , take I = (7, 5, 2).

5. Quotients of the Coxeter variety

The goal of the rest of the article is to prove Theorem 1.3. Therefore,
mainly following [Lus76a, §2], we investigate quotients of p-adic Deligne–
Lusztig spaces of Coxeter type by the unipotent radical of a rational Borel
subgroup resp. of a maximal parabolic subgroup. We apply this at the end
of §6 to deduce a proof of Theorem 1.3.

5.1. Notation. We keep the notation from the introduction and §2.1, ex-
cept for the following important change: from now on we assume that G is
unramified and that the Borel subgroup B ⊆ G is k-rational. We denote by
w0 ∈W the longest element (relative to S). If v ∈W is given, then by v̇ we

mean an arbitrary lift of v to NG(T )(k̆).

For b ∈ G(k̆) and a subgroup H ⊆ G we denote byHb(k) the F -centralizer

of b in H(k̆), that is Hb(k) = {h ∈ H : h−1bF (h) = b}.
We use the setup from [Iva23a]. In particular, we denote by Perf the

category of perfect Fq-algebras. For a k̆-scheme X we write LX for the loop
space of X, i.e., the functor LX : Perf → Sets, R 7→ X(W(R)[ϖ−1]), where
W(R) is the unique ϖ-adically complete and separated Ok-algebra in which
ϖ is not a zero divisor and which satisfies W(R)/ϖW(R) = R (see [Iva23a,
page 6] for details).

5.2. Recollections on p-adic Deligne–Lusztig spaces. To w ∈ W and
b ∈ G(k̆), [Iva23a, Definition 7.3] attaches a p-adic Deligne–Lusztig space
Xw(b) equipped with a continuous Gb(k)-action (Gb(k) is locally profinite
and equals the group of k-points of an inner form of a Levi subgroup of
G). The definition of Xw(b) parallels the classical Deligne–Lusztig variety
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from [DL76]. Formally, Xw(b) is an arc-sheaf on the category of perfect Fq-
algebras; it is known to be ind-representatble in many cases. Moreover, for
a lift ẇ ∈ NG(T )(k̆) one has a pro-étale Tw(k)-torsor Ẋẇ(b) over a clopen

subset of Xw(b) [Iva23a, §10], where Tw is the k̆-split form of the torus T
given by twisting the Frobenius F by Ad(w).

To relate this with the previous part of the article, consider the case
w = c is a σ-Coxeter element and a lift ċ ∈ NG(T )(k̆). If T ′ ⊆ B′ ⊆ G is
a k-rational torus unramified and of type c and a Borel subgroup (rational

over k̆), such that B′, F (B′) are in relative position c, then there is an

Gċ(k) × Tc(k) ∼= Gċ(k) × T ′(k)-equivariant isomorphism XT ′,U ′ ∼= Ẋċ(ċ),
where U ′ is the unipotent radical of B′.

5.3. Embedding into the big cell. Let s1, s2, . . . , sn be a sequence of
pairwise distinct elements in S. Let w = s1s2 . . . sn ∈W . Let αi ∈ ∆ ⊆ Φ+

be the simple root corresponding to si. Fix an isomorphism ψi : Uαi
∼= Ga

of the corresponding root subgroup with the additive group. We have the
open subscheme Gm ⊆ Ga and we put U∗

αi
:= ψ−1

i (Gm).

Lemma 5.1 (Proposition 2.2 of [Lus76a]). Let τ ∈ T (k̆). As locally closed
subvarieties of G, we have

(τU−) ∩BwB = {τv1v2 . . . vn : vi ∈ (U−αi)
∗ for 1 ≤ i ≤ n}.

In particular, U− ∩BwB ∼=
∏n
i=1Gm.

Proof. As BwB is stable under left multiplication by τ , we may assume
that τ = 1. In this case the proof of [Lus76a, Prop. 2.2] for reductive groups
over Fq carries over to the present situation, using the geometric Bruhat
decomposition for the split group Gk̆. □

Lemma 5.2 (Lemma 2.3 of [Lus76a]). Suppose any σ-orbit on S contains at

most one si. Fix an algebraically closed field f ⊇ Fq, and let f̃ = W(f)[1/ϖ].
Let v ∈W , such that

v̇−1uF (v̇) = B(̃f)ẇB(̃f) = (BẇB)(̃f),

for some u ∈ U (̃f). Then F (v) = v and v(αi) ∈ Φ− for 1 ≤ i ≤ n.

Proof. The proofs of [Lus76a, Lemmas 2.3 and 2.4] carry over verbatim. □

For each v ∈ W , U ∩ vU− → BvB/B, u 7→ uv̇B is an isomorphism of

k̆-schemes. In particular, L(BvB/B) ∼= L(U ∩ vU−) is an ind-scheme. We
can now show the analogue of [Lus76a, Cor. 2.5].

Proposition 5.3. Suppose b ∈ T (k̆), and w is a σ-Coxeter element. The
natural inclusion Xw(b) ↪→ L(G/B) factors through the big cell L(Bw0B/B) ⊆
L(G/B).

Proof. Let g ∈ Xw(b)(R) ⊆ L(G/B)(R). We must show that g ∈ L(Bẇ0B/B)(R).
By [Iva23a, Corollary 8.4], we may replace R by an arc-cover. Hence, by
[Iva23a, Corollary 6.4] we may assume that g lifts to some ġ ∈ LG(R). It
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suffices to show that ġ : SpecR → LG factors through L(Bw0B) ⊆ LG.
Since LG,L(Bw0B) are perfect (hence reduced) ind-schemes, it suffices to
do this on geometric points. Hence we may assume R = f is an algebrically
closed field; let f̃ = W(f)[1/ϖ]. Note that we have ġ−1bσ(ġ) ∈ L(BwB)(f) =

(BwB)(̃f). We may argue as in the proof of [Lus76a, Corollary 2.5]: as f̃

is a field, and G is split over f̃, G(̃f) admits a Bruhat decomposition. Thus

there is some v ∈W such that ġ = uv̇λ for some λ ∈ B(̃f), u ∈ U (̃f). By the

preceding paragraph we deduce v̇−1u−1bF (u)F (v̇) = ġ−1bF (ġ) ∈ (BẇB)(̃f).

By assumption b ∈ T (k̆), and we deduce v̇−1u′F (v̇) ∈ (BẇB)(̃f), where

u′ = (ub)−1F (u) ∈ U (̃f). Thus we may apply Lemma 5.2 (in the same way
as in the proof of [Lus76a, Corollary 2.5]) to deduce that v = w0. This
shows our claim. □

5.4. Ub(k)-quotient of Xw(b). We now show the analogue of [Lus76a, The-
orem 2.6 and Corollary 2.7]. Suppose w = s1 . . . sn is a σ-Coxeter element

and let b ∈ T (k̆). Consider the morphism

U∗
−w0(α1)

× U∗
−w0(α2)

× · · · × U∗
−w0(αn)

−→ bU, (vi)
n
i=1 7−→ bv1v2 . . . vn,

with image the locally closed subscheme b·
∏n
i=1 U

∗
−w0(αi)

⊆ bU . The product

depends on the order of the factors. Define Xw(b)
′ by the Cartesian diagram

(5.1) Xw(b)
′ //

��

L
(
b ·

∏n
i=1 U

∗
−w0(αi)

)
��

b ·
∏n
i=1 LU

∗
−w0(αi)

LU
u7−→u−1bF (u)

// b · LU,

where the lower map is well-defined as b normalizes LU . Note that Bb(k)
acts on Xw(b)

′ by left multiplication.

Lemma 5.4. Let b ∈ T (k̆). Then u 7→ u−1bF (u) : LU → b · LU is Ub(k)-
torsor for the pro-étale topology. The upper map in (5.1) is a pro-étale Ub(k)-

torsor. Moreover, Ub(k̆) is the group generated by all Uα(k̆) with α ∈ Φ+,
ordϖ(α(b)) = 0.

Proof. The second claim follows from the first. For the first claim, it is
enough to show surjectivity of Lab : LU → LU , u 7→ (ub)−1F (u) for the
pro-étale topology. Let the hight of a root α ∈ Φ+ be the smallest integer
ht(α) ≥ 1, such that α can be written as a sum of ht(α) simple roots. For
i ≥ 1, let U≤i be the quotient of LU by the subsheaf generated by all LUα
with α ∈ Φ+, ht(α) > i. Let U=i be the subsheaf of U≤i generated by LUα
with ht(α) = i. Then U=i = ker(U≤i ↠ U≤i−1) is central in U≤i. Using
this and induction on i, it suffices to show that Lab induces a surjection
U=i → U=i. But Ui ∼=

∏
α : ht(α)=i LGa, Lab stabilize all factors, and the

result follows from Lemma 5.5 below. □
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Lemma 5.5. Let β ∈ k̆×. Consider the map Laβ,φ : LGa → LGa, x 7→
βx−φ(x). If ordϖ(β) ̸= 0, Laβ,φ is an isomorphism. If ordϖ(β) = 0, Laβ,φ
is a pro-étale torsor under the locally profinite group k.

Proof. It suffices to show that if R ∈ PerfFq
is strictly henselian, and

x ∈ W(R)[1/ϖ], then there exists an (unique if ordϖ(β) ̸= 0) element
y ∈ W(R)[1/ϖ] with βy − φ(y) = x. This reduces to an explicit com-
putation, using the (uniquely determined) ϖ-adic expansions x =

∑
i[xi]ϖ

i,
y =

∑
i[yi]ϖ

i in W(R)[1/ϖ]. □

Proposition 5.6. Suppose that b ∈ T (k̆) and w is a σ-Coxeter element.
Then

Xw(b)
′ ∼−→ Xw(b), u 7−→ uẇ0B

is an Bb(k)-equivariant isomorphism. Moreover, it induces a T (k)-equivariant
isomorphism

Xw(b)/Ub(k) ∼=
n∏
i=1

LU∗
−w0(αi)

.

Proof. By Proposition 5.3, we have the inclusion Xw(b) ↪→ L(Bẇ0B/B)
∼←

LU , where the second isomorphism is u 7→ uẇ0. This realizes Xw(b) as a
subsheaf of LU . To show that it agrees with Xw(b)

′, we compute for any
R ∈ PerfFq

and any u ∈ LU(R):

uẇ0LB ∈ Xw(b)(R)⇔ ẇ−1
0 u−1bF (u)F (ẇ0) ∈ L(bw0 · U− ×G BẇB)(R) =

Lm. 5.1
= bw0 ·

n∏
i=1

LU∗
−αi

(R)

⇔ u−1bF (u) ∈ ẇ0b
w0 ·

n∏
i=1

LU∗
−αi

(R)ẇ−1
0 = b ·

n∏
i=1

LU∗
−w0(αi)

(R),

where we use that L commutes with finite products. The Bb(k)-equivariance
is immediate, and the last claim is immediate from (5.1). □

We mention the following special case of Proposition 5.6, which is new
to the p-adic setting due to the presence of regular σ-conjugacy classes.
Recall that a σ-conjugacy class [b] ⊆ G(k̆) is called regular, if there is some
µ ∈ X∗(T ) with [b] = [ϖµ] and ⟨α, µ⟩ ≠ 0. If b is regular, then Gb = Bb = T
and Ub = 1 (the latter also follows from Lemma 5.4).

Corollary 5.7. Assume b ∈ T (k̆) is regular. Then the map in (5.1) induces
a Gb(k) = T (k)-equivariant isomorphism Xw(b) ∼=

∏n
i=1 LU

∗
−w0(αi)

.

In particular, Xw(b) is a disjoint union of affine schemes, there is a T (k)-
equivariant isomorphism π0(Xw(b)) ∼= X∗(Tad) and any connected compo-
nent of Xw(b) is isomorphic to L+Gm.

Proof. This follows from Proposition 5.6 as Ub = 1 and Gb = Bb = T . □



18 ALEXANDER B. IVANOV, SIAN NIE, AND PANJUN TAN

5.5. Ub(k)-quotient of Ẋẇ(b). Now we deduce an analogue of Proposition

5.6 for the spaces Ẋẇ(b). Let W̃ = NG(T )(k̆)/T (Ok̆) be the extended affine
Weyl group and let

Fw = fiber of NG(T ) −→W over w and Fw = fiber of W̃ −→W over w

We regard Fw as a trivial T -torsor over k̆ and Fw as a trivial X∗(T )-torsor
over Fq (in particular, π0(LFw) = Fw). Recall from [Iva23a, §10] that

we have maps κw : LT ↠ X∗(T )
κ̄w
↠ X∗(T )⟨σw⟩, where σ = q−1F is the

automorphism of X∗(T ), and σw = Ad(w) ◦ σ and that we have a nat-
ural map αw,b : Xw(b) → LFw/ kerκw so that for any w̄ ∈ LFw/ kerκw,
Xw(b)w̄ = α−1(w̄) is clopen (possibly empty) Gb(k)-stable subset of Xw(b)

and Ẋẇ(b)→ Xw(b)w̄ is a pro-étale Tw(k)-torsor for any lift ẇ of w̄.
For a root α ∈ Φ, let sα ∈ W denote the corresponding reflection. As in

[BT72, 6.1.2(2)] we have the k̆-subscheme M◦
α ⊆ Fsα and an isomorphism

m = mα : U
∗
−α

∼−→M◦
α u 7−→ m(u),

where for u ∈ U−α(k̆), m(u) is the unique element of Fw(k̆) such that u ∈
Uα(k̆)m(u)Uα(k̆).

Lemma 5.8. Let w = s1 . . . sn be as in the beginning of §5.3. Let ẇ ∈ Fw(k̆).
For τ ∈ T (k̆) we have

(5.2) τU− ∩ UẇU = τ ·

{
n∏
i=1

vi ∈
n∏
i=1

U∗
−αi

:
n∏
i=1

m(vi) = τ−1ẇ

}
.

Proof. Multiplying both sides by τ−1 and using that τ−1 normalizes U , we
may assume that τ = 1. For better readability, we write U for U(k̆) in
the proof. As vi ∈ Um(vi)U by construction of m(·), and as Uẏ1Uẏ2U =
Uẏ1ẏ2U whenever y1, y2 ∈ W and ẏi ∈ Fyi with ℓ(y1) + ℓ(y2) = ℓ(y1y2),
the right side of (5.2) is contained in the left side. For the converse, if
x ∈ U− ∩ UẇU , then by Lemma 5.1, x =

∏n
i=1 vi with vi ∈ U∗

−αi
and

if
∏n
i=1m(vi) = ẇ′ for some ẇ′ ∈ Fw, the above argument shows that

x ∈ U− ∩ Uẇ′U , so we must have ẇ′ = ẇ. □

From now on assume that w = s1 . . . sn is a σ-Coxeter element and that
b ∈ T (k̆). Consider the closed sub-ind-scheme of LT ×

∏n
i=1 LU

∗
−w0(αi)

,

Zẇ(b) =

{
(τ, (vi)

n
i=1) ∈ LT ×

n∏
i=1

LU∗
−w0(αi)

: τẇσ(τ)−1 = (bw0) ·
n∏
i=1

m(vi)

}
.

The map

Zẇ(b) −→ b·
n∏
i=1

LU∗
−w0(αi)

Prop.5.6∼= Xw(b)/Ub(k), (τ, v1, . . . , vn) 7−→ b·
n∏
i=1

vi

realizes Zẇ(b) as a pro-étale Tw(k)-torsor over a clopen subset of the target.
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Proposition 5.9. Let w be a σ-Coxeter element and b ∈ T (k̆). Then

Ẋẇ(b)/Ub(k) ∼= Zẇ(b) and there is a cartesian diagram

Ẋẇ(b) //

Tw(k)

��

Zẇ(b)

Tw(k)

��

Xw(b) // Xw(b)/Ub(k)

With other words, Ẋẇ(b) is Bb(k)×Tw(k)-equivariantly isomorphic to the
set of all (τ, u) ∈ LT×LU for which u−1bσ(u) = b·

∏n
i=1 vi ∈

∏n
i=1 LU

∗
−w0(αi)

and τẇσ(τ)−1 = bw0 ·
∏n
i=1m(vi).

Proof. As σ(w0) = w0, we may (using Lang’s theorem) choose a lift ẇ0 ∈
NG(T )(k̆) with σ(ẇ0) = ẇ0. By Proposition 5.3, Ẋẇ(b) ↪→ L(G/U) fac-
tors through the preimage L(Uẇ0B/U) ⊆ L(G/U) of L(Uẇ0B/B). Now,

uẇ0τLU ∈ L(Uẇ0B/U) lies in Ẋẇ(b) if and only if (uẇ0τ)
−1bσ(uẇ0τ) ∈

L(UẇU), or equivalently, if and only if (u−1bσ(u))ẇ0 ∈ L(Uτẇσ(τ)−1U).
As (u−1bσ(u))ẇ0 ∈ bw0 · LU−, the last condition is equivalent to(

u−1bσ(u)
)ẇ0 ∈ L

(
bw0U− ∩ Uτẇσ(τ)−1U

)
which by Lemma 5.8 is equivalent to(
u−1bσ(u)

)ẇ0 ∈ bw0 ·

{∏
i

vi ∈
n∏
i=1

LU∗
−αi

:
R∏
i=1

m(vi) = (bw0)−1τẇσ(τ)−1

}
,

Conjugating both sides by ẇ0, and renaming the variable ẇ0vi ∈ LU∗
−w0(αi)

to vi, we obtain the proposition. □

As a corollary we obtain a description of the map αw,b from [Iva23a, §10]
in this case. Denote by ψ the map

∏n
i=1 LU

∗
αi
→ Fw, (vi)

n
i=1 7→

∏n
i=1m(vi).

Lemma 5.10. Let w = s1 . . . sn be σ-Coxeter. The image of the composed
map

ψ̄ :

n∏
i=1

LU∗
−αi

Lψ−→ LFw −→ LFw/ kerκw, (vi)
n
i=1 7−→

n∏
i=1

m(vi)

is equal to im(LF
sc
w/ kerκ

sc
w → LFw/ kerκw), where (·)sc denote the object

(·) for the simply connected cover of the derived group of G.

Proof. We may assume that G is semisimple and simply connected. Then
it suffices to show that

∏n
i=1 LM

◦
αi
→ LFw → LFw/ kerκw is surjective.

For any coroot α∨ ∈ Φ∨, let Tα∨ ⊆ T denote its image. For each i choose
some ṡi ∈ M◦

αi
(k̆), so that M◦

αi
= Tα∨

i
ṡi. Then ẇ := ṡ1ṡ2 . . . ṡn ∈ Fw. For

0 ≤ i < n let θi = s1 . . . si(αi+1) (we have {θi}n−1
i=0 = Φ∩w−1

Φ−, cf. [Bou68,
p. 158]). Trivializing all torsors reduces us to showing that the natural map

LTθ∨0 × LTθ∨1 × · · · × LTθ∨n−1
−→ LT/ kerκw ∼= X∗(T )⟨σw⟩
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is surjective. It suffices to show that the composition

X∗(Tθ∨0 )×X∗(Tθ∨1 )× · · · ×X∗(Tθ∨n−1
)

ϕ−→ X∗(T ) ↠ X∗(T )⟨σw⟩

is surjective As Gsc = G, we have X∗(T ) = ZΦ∨ and the claim follows. □

Note that each Xw(b)w̄ is Gb(k)-stable, Xw(b)/Ub(k) is the disjoint union
of the clopen pieces Xw(b)w̄/Ub(k). Let ψ̄ be as in Lemma 5.10.

Corollary 5.11. Let w be a σ-Coxeter element and b ∈ T (k̆). Let w̄ ∈
LFw/ ker κ̄w. Under the isomorphism from Proposition 5.6, Xw(b)w̄/Ub(k)
corresponds to the subset of

∏n
i=1 LU

∗
−w0(αi)

cut out by the equation w̄ =

κ̄w(b)ψ̄(
∏
im(vi)) ∈ LFw/ ker κ̄w. In particular,

im(αw,b) = κ̄w(b) · im(LF
sc
w/ kerκ

sc
w −→ LFw/ kerκw).

Proof. Passing to LFw/ kerκw, the equation in the definition of Zẇ(b) be-
comes w̄ = κ̄w(b)ψ̄(

∏
im(vi)). By Proposition 5.9 all claims follow from this

and Lemma 5.10. □

5.6. Quotients by the unipotent radical of a parabolic. Let I ⊆ S/⟨σ⟩
be a subset, let SI ⊆ S be its preimage in S, WI ⊆W be the corresponding
parabolic subgroup; PI the unique parabolic subgroup of G containing B
and U−α for all α ∈ I; UI the unipotent radical of PI ; GI the unique Levi
subgroup of PI containing T . Then PI , UI , GI are k-rational. Let G′

I =
PI/UI and denote the natural projection by π : PI → G′

I ; the composition

GI → PI
π→ G′

I is an isomorphism. Note that π(B) is a Borel subgroup of
G′
I . Let ΠI ⊆ Π be the set of simple roots α corresponding to elements of

SI . Put ΦI = ZΠI ∩ Φ and Φ±
I = ΦI ∩ Φ±.

Write n = |S/⟨σ⟩| and assume that |I| = n− 1. Let w = s1 . . . sn ∈W be
a σ-Coxeter element. Then there is a unique index j, such that w0sj ̸∈ SI .
Let wI0 denotes the longest element of WI . Then wI

0w0si ∈ SI for all i ̸= j.
Thus

wI =
wI

0w0(s1 . . . sj−1sj+1 . . . sn)

is a σ-Coxeter element of WI . Denote by X
G′

I
wI (b) the corresponding p-adic

Deligne–Lusztig space for the group G′
I .

Lemma 5.12.

(i) We have a well-defined map G/B ⊇ Bw0B/B → G′
I/π(B) defined by

sending b1ẇ0B to π(b1)ẇ
I
0π(B).

(ii) Let b ∈ T (k̆). The restriction of the map from (i) to Xw(b) defines a

PI,b(k)-equivariant map Xw(b) → X
G′

I
wI (b), where PI,b(k) acts on X

G′
I

wI (b)
via its quotient in GI(k). This induces a G′

b(k)-equivariant map

π′′ : Xw(b)/UI,b(k) −→ X
G′

I
wI (b).
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(iii) There exists a map α : Xw(b)→ LU∗
−w0(αj)

, such that π′′×α : Xw(b)/UI,b(k)→

X
G′

I
wI (b)× LU∗

−w0(αj)
is an isomorphism.

Proof. (i) is an immediate computation. Then (ii) follows from Proposition
5.6. The proof of (iii) is the same as that of the first claim of [Lus76a,
Corollary 2.10]. □

We explicate the isomorphism of Lemma 5.12(iii). By Proposition 5.6,
Xw(b) identifies with the set of all u ∈ LU satisfying u−1ẇF (u) = bẇ0

∏n
i=1 ui

with ui ∈ LU∗
−w0(αi)

. There is a unique writing u = u′u′′ with u′ ∈ UI

and u′′ ∈ U ∩ GI . Then u−1bF (u) = u′′−1bgF (u′′) where u′ 7→ g =
b−1u′−1bF (u′) : LU → LU defines a pro-étale UI,b(k)-torsor. ThusXw(b)/UI,b(k)
identifies with the set of all (u′′, g) such that

(5.3) u′′−1bgF (u′′) =

n∏
i=1

ui with ui ∈ LU∗
−w0(αi)

.

Applying π and noting that it induces an isomorphism GI → G′
I , we see

that all ui for i ̸= j are uniquely determined by u′′ and that u′′ ∈ XG′
I

wI (b)
(under the identification of Proposition 5.6). It follows then that those
g ∈ UI for which (5.3) holds, are in bijection with all uj ∈ LU∗

−w0(αj)
, so

that (u′′, g) 7→ (u′′, uj) is an isomorphism as claimed in Lemma 5.12(iii).

Now we describe the quotient Ẋẇ(b)/UI,b(k). Consider

ZI,ẇ(b) = {(τ,u′′, uj) ∈ LT × L(U ∩GI)× LU−w0(αj) :

τ−1ẇF (τ) = bẇ0

n∏
i=1

m(ui), u
′′−1bF (u′′) =

n∏
i=1
i ̸=j

ui ∈
∏
i ̸=j

LU∗
i },

where ui (i ̸= j) are determined by u′′ as above, and the last equality

takes place in GI . Then ZI,ẇ(b) is a pro-étale Tw(k)-torsor over X
G′

I
wI (b) ×

LU∗
−w0(αj)

.

Lemma 5.13. There is an T (k)-equivariant isomorphism Ẋẇ(b)/UI,b(k) ∼=
ZI,ẇ(b), and ZI,ẇ(b) fits into the diagram with cartesian squares,

Ẋẇ(b) //

��

ZI,ẇ(b)

��

// Zẇ(b)

��

Xw(b) // Xw(b)/UI,b(k) // Xw(b)/Ub(k)

where the outer square is as in Proposition 5.9, and all vertical maps are
pro-étale Tw(k)-torsors.

Proof. It is clear from the definitions, that the right square is cartesian. This
implies that there is a natural map Ẋẇ(b) → ZI,ẇ(b). As the outer square
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is cartesian by Proposition 5.9, the left square has to be cartesian too. This
implies the first claim of the lemma, and the Tw(k)-equivariance is clear. □

6. Quotients on the integral/finite level

We investigate the analogues of the results from §5 for deep level Deligne–
Lusztig varieties. We assume that b = 1 (only possibility with b ∈ T (k̆) and
basic). Let G be a hyperspecial model of G over Ok. Let w = s1 . . . sn ∈W
be σ-Coxeter element and let ẇ ∈ G(Ok̆) be a lift of w. Let G = Gr(= L+

r G)
with r ≤ ∞ be as in the introduction. We have the Deligne–Lusztig variety
Xw = Xw,r ⊆ G/B and the TFr -torsor Ẋẇ = Ẋẇ,r ⊆ G/U over it (as in
[DI24, Definition 4.1.1]). Note that by [DI24, Lemma 4.1.2] there is an
GF × TF -equivariant isomorphism

(6.1) Ẋẇ,r
∼= X = {g ∈ G : g−1F (g) ∈ U ∩ FU}.

Let π : G→ G1 denote the natural projection map.

Lemma 6.1. We have Xw,r ⊆ Bẇ0B.

Proof. π(Xw,r) ⊆ Xw,1 and Xw,1 ⊆ B1ẇ0B1 by [Lus76a, Cor. 2.5]. Thus
Xw,r ⊆ π−1(B1ẇ0B1) = Bẇ0B, the last equality being true since w0 is the
longest element of W . □

Lemma 6.2. Let v, v′ ∈ W with ℓ(vv′) = ℓ(v) + ℓ(v′). Then Bv̇Bv̇′B =
Bv̇v̇′B.

Proof. Let α ∈ Φ+ be the simple root corresponding to s. For part (i), we
are reduced by induction to the case that v′ = s ∈ S and ℓ(vs) = ℓ(v) + 1.
Then we have v(α) ∈ Φ+. It follows that Bv̇BṡB = Bv̇UαṡB = Bv̇ṡB, where
in the first step we move all Uβ with β ̸= α into the right B, and in the
second step we move Uα into the left B, using v(α) ∈ Φ+. □

For α ∈ Φ, we write U∗
α for the open complement of U1

α in Uα. We have
the following analogue of [Lus76b, Proposition 2.2].

Lemma 6.3. We have

U− ∩ BẇB = {v1 . . . vn : vi ∈ (U−αi)
∗},

Proof. Let vi ∈ U∗
−αi

. Then we claim that vi ∈ BsiB. Indeed, let Gαi ⊆
G be the subgroup generated by Uαi , U−αi , T , and let Gαi ⊆ G be the
corresponding subgroup. Then vi ∈ Gαi , and it suffices to show the claim
for Gαi instead of G, which reduces to an explicit computation in L+

r SL2,
which uses the assumption that vi ̸∈ U1

αi
. Using the claim,

v =
∏
i

vi ∈ Bṡ1Bṡ2 . . . ṡn−1BsnB = BẇB,

by Lemma 6.2. This shows one inclusion. For the converse, assume that
x ∈ U− ∩ BẇB. Then just as in [Lus76a, Proof of (2.2)], we may write
x = u1ṡ1u2ṡ2 . . . unṡnb with ui ∈ Uαi and b ∈ B. Suppose that u1 ∈ U1

α1
.
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Then consider the image x̄ ∈ U−
α1
∩ B1ẇB1 of x under π : G → G1, which

is again of the form x̄ = ū1ṡ1ū2ṡ2 . . . ūnṡnb̄, with ū1 ̸= 1 in (Uα1)1. As in
loc. cit. this gives a contradiction. Thus we must have u1 ∈ U∗

α1
. Similar as

in loc. cit., a computation in the group Gαi shows that there exist u
′
1 ∈ Uα1 ,

v1 ∈ (U−
α1
)∗, t ∈ T with u1 = v1u

′
1tṡ1. Using this, we see that

v−1
1 x = u′1tṡ

2
1u2ṡ2 . . . unṡnb = u′1tu2ṡ2 . . . unṡnb ∈ Bṡ2B . . . ṡnB = Bṡ2 . . . ṡnB.

Thus v−1
1 x ∈ U− ∩ Bṡ2 . . . ṡnB, and we are done by induction. □

Note that Lemma 6.3 does not follow directly from [Lus76a, Prop. 2.2]
as both sides of the equation are not equal to the preimages of their images
under π : G→ G1. Now we can generalize [Lus76a, Theorem 2.6].

Proposition 6.4. We have the following isomorphisms:

(i) {u ∈ U : u−1F (u) = u1 . . . un : ui ∈ U∗
−w0(αi)

∀ 1 ≤ i ≤ n} ∼→ Xw,r, u 7→
uẇ0B

(ii) U∗
−w0(α1)

× · · · × U∗
−w0(αn)

∼→ Xw,r/UF .

Proof. This follows from Lemmas 6.1 and 6.3. □

Let α ∈ Φ. The map m = mα : U
∗
−α → M◦

α from §5.5 induces an isomor-
phism

mα : U∗
−α

∼−→M◦
α,

where M◦
α is the preimage of w in G. Then just as in §5.5 we have the

scheme with BF × TFw-action

Zẇ,r = {(τ, (vi)ni=1) ∈ T×
n∏
i=1

U∗
−w0(αi)

: τẇσ(τ)−1 =
n∏
i=1

m(vi)}

equipped with the BF -equivariant map (τ, (vi)i) 7→ (vi)i : Zẇ,r → Xw,r/UF .
With notation as in §5.6 we also have the scheme

ZI,ẇ,r(b) = {(τ,u′′, uj) ∈ T× (U ∩GI)× U−w0(αj) :

τ−1ẇF (τ) = bẇ0

n∏
i=1

m(ui), u
′′−1bF (u′′) =

n∏
i=1
i ̸=j

ui ∈
∏
i ̸=j

U∗
i },

and just as in §5.6 we have the following consequence of Proposition 6.4.

Corollary 6.5.

(1) There is BF -equivariant isomorphism

Ẋẇ,r/UF
∼−→ Zẇ,r

and Xẇ,r = Xw,r ×Xw,r/UF Zẇ,r.

(2) There is TFw-equivariant isomorphism

Ẋẇ,r/UFI
∼−→ ZI,ẇ,r

and Ẋẇ,r = Xw,r ×Xw,r/UF
I
ZI,ẇ,r.
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6.1. Extension of action. Let the notation be as in §5.6. Let µ ∈ X∗(T )
be be such that ⟨αj , µ⟩ ≠ 0 (such µ exists). Put µ′ = ⟨αj , µ⟩ · s1...sj−1(α∨

j ) ∈
X∗(T ). As wσ − 1: X∗(T

sc)Q → X∗(T
sc)Q is bijective, we may (after re-

placing µ by an integral multiple, if necessary) assume that there is some
λ ∈ X∗(T

sc) with µ′ = wσ(λ)− λ.

Lemma 6.6. With notation as above, there is an action of Gm on ZI,ẇ,r
given by the formula

x : (τ, u′′, uj) 7−→ (λ(x)τ, u′′, µ(x)uj)

for any x ∈ Gm. Moreover, this Gm-action commutes with the action of TFw
and ZGm

I,ẇ,r = ∅.

Proof. Let (τ, u′′, uj) ∈ ZI,ẇ,r and let ui ∈ U−w0(αi) (for i ̸= j) be deter-
mined by u′′ as above. The first sentence of the lemma follows from the
computation

(λ(x)τ)−1ẇF (λ(x)τ) = µ′(x)τ−1ẇF (τ)

= µ′(x)
n∏
i=1

m(ui)

=

j−1∏
i=1

m(ui)(α
∨
j )

⟨αj ,µ⟩(x)m(uj)

n∏
i=j+1

m(ui)

=

j−1∏
i=1

m(ui)m(µ(x)uj)
n∏

i=j+1

m(ui)

where the last equality follows from a property of the map m(·), which can
be checked by an explicit calculation after reducing to SL2. The last sentence
of the lemma is immediate. □

Proof of Theorem 1.3. By [DI24, Corollary 1.0.1] (or Theorem 1.1) and (6.1)

we know that H∗
c (X)[χ] = H∗

c (Ẋẇ,r)[χ] is up to sign an irreducible GF -
representation. Thus, exploiting a theorem of Bushnell [Bus90, Theorem 1]
as in the proof of [CI23, Theorem 6.1, Proposition 6.2], it suffices to show
that for any maximal proper subset I ⊆ S/⟨σ⟩, the virtual Qℓ-vector space

H∗
c (X

G
ẇ,r/UFI ,Qℓ)θ vanishes. But this follows directly from Lemma 6.6, as

H∗
c (X

G
ẇ,r/U

F
I ,Qℓ)θ = H∗

c (ZI,ẇ,r,Qℓ)θ = H∗
c (Z

Gm
I,ẇ,r,Qℓ)θ = 0,

where the last equality follows from [DM91, 10.15]. □
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