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SCHEMES OF COXETER TYPE

ALEXANDER B. IVANOV AND SIAN NIE

Abstract. We determine the cohomology of the closed Drinfeld stra-
tum of p-Deligne–Lusztig schemes of Coxeter type attached to arbitrary
inner forms of unramified groups over a local non-archimedean field.
We prove that the corresponding torus weight spaces are supported in
exactly one cohomological degree, and are pairwisely non-isomorphic ir-
reducible representations of the pro-unipotent radical of the correspond-
ing parahoric subgroup. We also prove that all Moy–Prasad quotients
of this stratum are maximal varieties, and we investigate the relation
between the resulting representations and Kirillov’s orbit method.

1. Introduction

Let k be a non-archimedean local field with residue characteristic p > 0
and residue field Fq. Let k̆ be the completion of the maximal unramified

extension of k and let F denote the Frobenius automorphism of k̆ over k.
Let G be a reductive group over k, which splits over k̆. Let T ⊆ B be a
maximal torus and a Borel subgroup of G, such that T splits and B becomes
rational over k̆. Let U resp. U denote the unipotent radical of B resp. of
the opposed Borel subgroup. To G,T, U one can attach the space

(1.1) XT,U = {g ∈ G(k̆) : g−1F (g) ∈ U ∩ FU},
which is a variant of the p-adic Deligne–Lusztig spaces from [Iva23b]. Then
XT,U has the structure of an ind-(perfect scheme) over Fq. Moreover, XT,U

is endowed with an action of the locally compact group G(k)×T (k), so that
its ℓ-adic cohomology realizes smooth G(k)-representations, parametrized
by smooth characters of T (k), very much in the style of Deligne–Lusztig
theory [DL76]. Recently, the ℓ-adic cohomology of these and closely related
spaces was extensively studied (especially when T is elliptic) and related
with the local Langlands correspondences. See, for example, [CI23, CO23]
for the relation with the type-theoretic construction of J.-K. Yu [Yu01] and
the related work of Kaletha and others (see e.g. [Kal19]). On the other
hand, see [CI23, §9], [Fen24] for relations with Fargues–Scholze’s and Zhu’s
geometric local Langlands [FS21, Zhu20]. In this article we continue the
study of geometry and cohomology of XT,U .

Assume that (T,U) is a Coxeter pair (see §2.5). In particular, T is elliptic
and the apartment of T in the reduced affine building of G over k consists of
one point. Bruhat–Tits theory attaches to this point a parahoric model G of
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G over the integers Ok ⊆ k with connected special fiber. Let O denote the
integers of k̆. It was shown in [Iva23a, Nie23] that XT,U

∼=
∐

G(k)/G(Ok)
gX,

where

(1.2) X = {g ∈ G(O) : g−1F (g) ∈ (U ∩ FU)(O)}

is a perfect affine Fq-scheme with G(Ok) × T (Ok)-action, and where we
denote by T ,U ⊆ G the closures of T,U . Cohomology of XT,U is then
obtained by compactly inducing that of X.

There is a fibration X → X0+ over a Deligne–Lusztig variety X0+ of
the reductive quotient G0+ = (G ⊗Ok

Fq)red of the special fiber of G. The
variety X0+ admits a natural stratification by locally closed subschemes.
The stratification of X obtained by pulling it back was first considered in
[CI21] (for GLn and inner forms) resp. in [CO23, §6.2] (in general) and
called the Drinfeld stratification there. There is a (in full generality only
conjectural) relation between the cohomologies of X and of the strata, see
[CI23, Theorem 5.1], [CI21, Conjecture 7.2.1], [CO23, Conjecture 6.5]

The cohomology of the unique closed stratum is very interesting, and
seems to be the most accessible one. When G is an inner form of GLn, its
cohomology as a G(Ok) × T (Ok)-representation was determined in [CI21,
Theorem 6.1.1], the case of division algebras (where the closed stratum co-
incides with the whole scheme X) being already handled in [Cha20]. The
main goal of the present article is to extend these results to all G, thus giving
a full account of the cohomology of the closed stratum. As a consequence
we also produce a rich supply of maximal varieties in the sense of [BW16]
associated with groups other than GLn. Our second goal is to investigate
how this cohomology relates to representations obtained via Kirillov’s orbit
method, see below.

To state our main result, let G+ be the pro-unipotent radical of G and let
T +,U+ be the closures of T,U in G+. Then the closed stratum is a disjoint
union of finitely many copies of the affine perfect scheme

(1.3) Y = {g ∈ G+(O) : g−1F (g) ∈ (U ∩ FU+)(O)}.

with G+(Ok)×T +(Ok)-action. As Y is infinite-dimensional, it has no reason-
able cohomology with compact support. We could remedy this by working
with quotients of Y attached to Moy–Prasad quotients of G+ (and on the
technical level we will do precisely this). However, it seems most natural
to state our results in terms of the homology functor f♮, which is the left
adjoint of f∗, introduced in [IM] in the schematic context following the ap-
proach of [FS21, VII.3] (see §2.7 for more details). Let therefore Hi(Y,Qℓ)
denote the homology groups of the complex f♮Qℓ, where f : Y → SpecFq

is the structure map. If χ is a smooth character T +(Ok) → Q×
ℓ , we also

have the χ-weight part f♮Qℓ[χ] of f♮Qℓ. Let N ≥ 1 be the smallest positive

integer with FNU = U . Then Y has an obvious FqN -rational structure.
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Theorem 1.1. Suppose that (T,U) is a Coxeter pair. For a smooth char-

acter χ : T +(Ok)→ Q×
ℓ the following hold.

(1) Assume that p satisfies Condition 2.11. The homology of f♮Qℓ[χ] is non-
vanishing in precisely one degree sχ ≥ 0.

(2) Assume that p satisfies Condition 2.1. The Frobenius FN acts in the space

Hsχ(Y,Qℓ)[χ] as multiplication by the scalar (−1)sχqsχN/2. In particular,
all Moy–Prasad quotients of Y are FqN -maximal varieties.

(3) For varying χ, Hsχ(Y,Qℓ)[χ] runs through pairwise non-isomorphic irre-
ducible smooth G+(Ok)-representations.

This theorem follows from Theorems 5.5, 7.1 and Corollary 6.2 (where for
part (1) the discussion of §2.7 and Corollary 5.10 apply). We determine the
integer sχ explicitly in terms of the Howe factorization of χ, see Corollary
5.19.

In fact, the same proof of Theorem 7.1, combined with Remark 3.2, shows
that the statement (3) of Theorem 1.1 is true if (T,U) is a minimal elliptic
pair, see §2.5. This partially motivates us to propose the following conjec-
ture.

Conjecture 1.2. Theorem 1.1 holds for all minimal elliptic pairs (T,U).

Using parts (1),(2) of the theorem along with a fixed point formula of
Boyarchenko [Boy12, Lemma 2.12], we give the following representation-
theoretic interpretation of the integer sχ, generalizing [CI23, Lemma 8.1].

Corollary 1.3. If Condition 2.1 holds for p, then dimQℓ
Hsχ(Y,Qℓ)[χ] =

qsχN/2.

This corollary is proven in §6. More generally, we obtain a trace formula
for any element of G+(Ok) on Hsχ(Y,Qℓ)[χ] in terms of geometric points of
(a Moy–Prasad quotient of) Y , see Proposition 6.1.

To apply our main result to the cohomology of XT,U (in the style of
[CI23]) it is necessary to study the relation between the cohomology of X
and of the closed stratum ([CO23, Conjecture 6.5]); this will be considered
in a follow-up work. Once this is done, our results, combined with the main
results of [CO23] and [DI20] (see [DI20, Corollary 1.0.2]), would give geo-
metric approaches to some representation-theoretic questions. For example,
Corollary 1.3 allows a purely geometric proof of the formal degree formulas
for many supercuspidal representations (note that an algebraic computation
is given in the recent work of Schwein [Sch24]).

The second goal of this article is to formulate and verify in a special case
a conjecture about the relation of the homology of Y with Kirillov’s orbit
method for the pro-p-group G+(Ok), whenever the latter applies. Namely,

1this holds if if the derived group of G is simply connected and p ≥ 5; it also always
holds if p does not divide the order of the Weyl group of G.
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by a theory of Lazard, a uniform pro-p-group (resp. a p-group of nilpotence
class < p) Γ is completely described by its Zp-Lie algebra (resp. finite Lie
ring) g via an exponential map, see [BD10, §2]. Kirillov’s orbit method es-
tablishes a natural bijection between smooth irreducible representations of

Γ and adjoint Γ-orbits in the dual g∗ = Homcont(g,Q
×
ℓ ), see [BS08], charac-

terized by a trace formula. Often it happens that G+(Ok) (resp. its Moy–
Prasad quotient) is a uniform pro-p-group (resp. p-group of nilpotence class
< p). In this case the natural question to determine the adjoint orbit cor-
responding to Hsχ(Y,Qℓ)[χ] arises. In Conjecture 8.4 we make this precise.

We verify this conjecture for the finite p-group {g ∈ GL2(Fq[ϖ]/ϖ3) : g ≡ 1
mod ϖ} if q is odd.

Finally, we complete the task of comparing the spaces XT,U from (1.1)
with the p-adic Deligne–Lusztig spaces from [Iva23b], when (T,U) is a Cox-
eter pair. This was done for classical groups in [Iva23a, Proposition 5.12],
and in §4.1 we prove it for general G. To achieve this, we need to extend the
loop version of twisted Steinberg’s cross-section (see [HL12, 3.6], [Iva23a,
Proposition 5.3] and [Mal21]) to non-classical groups, see Proposition 3.1.
Note that this result is also used in the proof of Theorem 1.1(3).

Acknowledgements. The first author gratefully acknowledges the support
of the German Research Foundation (DFG) via the Heisenberg program
(grant nr. 462505253). He would like to thank Moritz Firsching for answer-
ing his questions related to SAGE. The second author would like to thank
Miaofen Chen, Xuhua He, Jilong Tong and Weizhe Zheng for answering his
questions and for helpful discussions.

2. Notation and setup

2.1. General notation. Throughout the article we let k̆/k with integers
Ok ⊆ O, residue field extension Fq/Fq, and Frobenius F be as in the intro-
duction. We denote by ϖ a uniformizer of k.

Given a Fq-algebra R, let PerfR be the category of perfect R-algebras.
For R ∈ PerfFq , let W (R) be the ring of p-typical Witt vectors of R, and
put W(R) = W (R) ⊗Zp Ok if char(k) = 0, resp. W(R) = R[[ϖ]] otherwise.

In particular, W(Fq) = Ok and W(Fq) = O. Let [·] : R → W(R) be the
Teichmüller lift if char(k) = 0, resp. [x] = x if char(k) > 0.

Let X be any O-scheme and let X be any k̆-scheme. We will abbreviate

X̆ := X (O) and X̆ = X(k̆).

Suppose that X is affine and of finite type over O. We regard the set X̆ as
a perfect affine scheme X over Fq, so that X(Fq) = X̆ . More precisely, one
puts X = L+X , where L+X : PerfFq

→ Sets, L+X (R) = X (W(R)) is the

functor of positive loops, see e.g. [CI19, §2.5] for details. We always will

identify the scheme X with the set X̆ of its geometric points. If X is defined
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over Ok, X has a natural Fq-structure, corresponding to the F -action on X̆ .
Moreover, the set

X(Fq) = X̆F = X (Ok)

has a natural structure of a profinite set. Similarly, if X is affine of finite
type over k̆, then we regard X̆ as an ind-(perfect affine scheme) over Fq via
the loop functor LX : PerfFq

∋ R 7→ X(W(R)[p−1]), and the same claim

about Fq-structure holds, except that now X̆F is only locally profinite.

2.2. Group-theoretic setup. We fix a reductive group G defined over k
and split over k̆. We fix a k-rational, k̆-split maximal torus T of G, we
denote by NG(T ) its normalizer. Its Weyl group W = NG(T )/T is a finite

étale group scheme over k becoming constant over k̆. We identify W with
the set of its k̆-points, endowed with the action of F . We denote by X∗(T ),
X∗(T ) the groups of (co)characters of Tk̆, equipped with natural F -actions,
and by ⟨, ⟩ : X∗(T )×X∗(T )→ Z the natural W - and F -equivariant pairing.
We denote by N the order of F as an automorphism of X∗(T ).

We fix a Borel subgroup T ⊆ B ⊆ G defined over k̆, and we denote by U
the unipotent radical of B. Denote by Φ ⊆ X∗(T ) the set of roots of T in G,
and by Φ+ resp. Φ− the subset of positive roots corresponding to U resp.
U . For each α ∈ Φ, let Uα

∼= Ga,k̆ denote the corresponding root subgroup.

2.3. Filtration of the torus and affine roots. Let T denote the con-
nected Néron model of T . Let T̆ 0 be the maximal bounded subgroup of T̆ .
Then T (O) = T̆ 0. Moreover, for r ∈ Z≥0,

T̆ r = {t ∈ T̆ 0 : ordϖ(χ(t)− 1) ≥ r ∀χ ∈ X∗(T )}

defines a descending separated filtration on T̆ . For each r one has an iso-
morphism

V := X∗(T )⊗ Fq
∼−→ T̆ r/T̆ r+1, λ⊗ x 7−→ λ(1 + [x]ϖr).

Fix some (e.g., hyperspecial) point x0 in the apartment AT,k̆ of T in the

reduced affine building of G over k̆. Let

Φ̃aff = {α+m : x 7−→ −α(x− x0) +m;α ∈ Φ,m ∈ Z} ∼= Φ× Z

be the set of affine roots. Let Φ̃ = Φaff ⊔ Z≥0 be the (enlarged) set of
affine roots of T in G. For an affine root α+m, we have the corresponding
subgroup Ŭα+m ⊆ Ŭ . For m ∈ Z≥0, the corresponding root subgroup is T̆m.

There is an action of F on Φ̃, such that FŬα+m = ŬF (α+m).

2.4. Parahoric model and Moy–Prasad quotients. Assume that T is
elliptic. Then the apartment of T in the reduced affine building of G over k
consists of precisely one point x. We denote by G the parahoric Ok-model of
G with connected special fiber attached to x, and by G+ its pro-unipotent
radical.
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If H ⊆ G is a closed subgroup, then we denote by H the closure of H in
G.2 Similarly, we denote by T + the closure of T in G+.

Note that Ğ (resp. Ğ+) is generated by all Ŭf with f ∈ Φ̃ satisfying

f(x) ≥ 0 (resp. f(x) > 0), and that Ğ/Ğ+ is naturally isomorphic to the
reductive quotient of the special fiber of G.

For any h = r or h = r+ with r ∈ Z≥0, Moy–Prasad have defined in

[MP94] the normal F -stable subgroup Ğh ⊆ Ğ generated by all Ŭf with

f ∈ Φ̃ satisfying f(x) ≥ h. Note that Ğ = G(O)0 and Ğ+ = G(O)0+. There
is a smooth Fq-group scheme Gr with

Gr(Fq) = Ğ/Ğr.

It has the subgroup G+
r = Ğ+/Ğr, and the set of affine roots appearing in

G+
r is

Φ̃+
r = {f ∈ Φ̃ : 0 < f(x) < r}.

According with §2.1, we have also the Fq-groups G and G+ such that

G(Fq) = Ğ and G+(Fq) = Ğ+. Note that G = lim←−r
Gr and G+ = lim←−r

G+
r .

Note that any of the subgroups H = T,B,U, . . . of G defines a closed
subgroup Hr ⊆ Gr (resp. H ⊆ G) by first taking the closure H ⊆ G of H,
and then letting Hr(Fq) be the image of the map H(O)→ G(O)→ Gr(Fq).
Similarly, H defines a closed subgroup H+

r ⊆ G+
r (and H+ ⊆ G+). Note

that if F sH = H for some s ≥ 1, then Hr,H+
r are defined over Fqs .

2.5. Coxeter pairs. Let c ∈W be the unique element such that FB = cB.
Then for any lift ċ of c, Ad(ċ)−1 ◦F : Ğ→ Ğ fixes the pinning (T,B), hence
defines an automorphism σW of the Coxeter system (W,S). We call (T,B)
(and (T,U)) a Coxeter pair if c is a Coxeter element in the Coxeter triple
(W,S, σW ), that is, if a(ny) reduced expression of c contains precisely one
element from each σW -orbit on S. More generally, (T,U) is called a minimal
elliptic pair if c is of minimal length in its σW -twisted conjugacy class. We
have implications (T,B) Coxeter ⇒ (T,B) minimal elliptic ⇒ T is elliptic.

We define

∆ := Φ− ∩ FΦ+

Note that if (T,B) is Coxeter, then each F -orbit in Φ has length exactly
N and intersects the set in precisely one element, see e.g. [Ste65, §7]. In
particular, #∆ is equal to the semisimple rank of G, Φ/⟨cσW ⟩ ∼= ∆ and
#Φ = N ·#∆.

2.6. A condition on p. Assume that T is elliptic. We will prove Theorem
5.5 under the following condition on the characteristic p of Fq, which is
satisfied if p does not divide the order of the Weyl group of G.

2Note that for H = T there is no conflict of notation with §2.3 as the closure of T in
G is the connected Néron model of T by [Yu15, 4.7.4 Lemma and 8.2 Corollary].
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Condition 2.1. The characteristic p of Fq is not a torsion prime for Φ (see
[Ste75, Definition 1.3]) and p does not divide #π1(Mder) for any F -stable
Levi subgroup M containing T . Here Mder denotes the derived subgroup of
M .

Note the all torsion primes for Φ are ≤ 5. Note that the second part of this
condition holds for all p when Gder is simply connected. Let P = P (G,T )
denote the set of primes, for which this condition does not hold. If G is of
type An, then P ⊆ {ℓ prime : ℓ divides n}. If G is of type Bn or Cn with n
even, then P ⊆ {2}. If G is of type Bn or Cn with n odd, then P ⊆ {2} ∪
{ℓ prime : ℓ divides n}. If G is of type Dn, then P ⊆ {ℓ prime : ℓ < n}.

We will use this condition in the proof of Theorem 5.5 by applying the
following lemma to derived subgroups of various F -stable unramified twisted
Levi subgroups of G containing T . Recall V = X∗(T ) ⊗ Fq from §2.3 and
consider the following norm map

NmN : V −→ V, v 7−→ v + F (v) + · · ·+ FN−1(v).

Lemma 2.2. Suppose that G is semisimple and p does not divide #π1(G).
Then V F = NmN (ZΦ∨ ⊗ FqN ), where Φ∨ is the set of coroots.

Proof. By assumption we have ZΦ∨ ⊗ FqN = X∗(T )⊗ FqN . Hence

V F = NmN (V FN
) = NmN (X∗(T )⊗ FqN ) = NmN (ZΦ∨ ⊗ FqN )

as desired. □

2.7. Homology. For a morphism Y → Z of perfect Fp-schemes and a co-

efficient ring Λ, which we assume to be either Qℓ or Fℓ here, in [IM] the left
adjoint f♮ : D■(Y,Λ) → D■(Z,Λ) of f∗ on unramified solid sheaves is con-
structed. Readers feeling uncomfortable with the use f♮, could just regard
(2.2) as a definition (which is well-behaved because of (2.1)). Assume that
Z = SpecFq, in which case we get the Λ-module

Hi(Y,Λ) := H−if♮Λ.

Assume now that Y = lim←−r
Yr with all fr : Yr → SpecFq perfections of

smooth morphisms of dimension dr. Assume that there are compatible ac-
tions of finite groups Γr on Yr, inducing an action of Γ = lim←−r

Γr on Y . Let

χ : Γ→ Λ× be a smooth character. There is some rχ ≥ 0 such that for each
r ≥ rχ, χ factors through a character of Γr again denoted χ. Assume that
for all r ≥ rχ the map

(2.1) fr!Λ[χ][2(dr − drχ)]→ frχ!Λ[χ].

is an isomorphism. As f♮ commute with cofiltered limits of schemes, we have

f♮Λ[χ] = lim←−
r

fr♮Λ[χ] = lim←−
r

fr!Λ[χ][2dr] = frχ!Λ[χ][2drχ ],
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where the second equality holds because fr is smooth (and hence fr♮ =
fr![2dr]) and the last equality is by (2.1). With other words,

(2.2) Hi(Y,Λ)[χ] = H2dr−i
c (Yrχ ,Λ)[χ] for all r ≥ rχ.

3. Steinberg’s cross-section

The following proposition is a variant of [HL12, 3.6, 3.14], generalizing
[Iva23a, Proposition 5.3].

Proposition 3.1. Suppose (T,U) is a Coxeter pair. Then the map (x, y) 7→
x−1yF (x) induces isomorphisms:

(1) (Ur ∩ FUr)× (Ur ∩ FUr) ∼= FUr;

(2) Ur × (Ur ∩ FUr) ∼= UrFUr = Ur(Ur ∩ FUr) ∼= Ur × (Ur ∩ FUr).
Moreover, the analogous statements also hold with Ur replaced by U+

r or

by Ŭ or by Ŭ+ or by Ŭ .

Remark 3.2. Using a different approach, Malten [Mal21] shows that Propo-
sition 3.1 holds for all minimal elliptic pairs (T,U). We will not use this
result in the paper.

We use this result for U+
r in §7 to deduce the irreducibility ofHsχ(Y,Qℓ)[χ],

and for Ŭ in §4 to prove the isomorphism of XT,U with the p-adic Deligne–
Lusztig space from [Iva23b].

Proof. In any of the setups (Ur,U+
r , Ŭ , Ŭ+, Ŭ), (1) is equivalent to (2) as in

[HL12, 3.14], so it suffices to prove (1). By [HL12, 3.6], the map in (1) is
always injective.

In the setup with Ur resp. U+
r the proposition follows from injectivity and

[HL12, Proposition 1.2(ii)], as the source and the target of the map in (1) are
isomorphic to the (perfect) affine space over Fq of the same finite dimension.
By passing to the inverse limit over r, the proposition also follows in the
setup with Ŭ , Ŭ+.

It remains to handle the setup with Ŭ , where we argue as in [Iva23a,
Proposition 5.3]. By [HL12, §3.5] it suffices to prove (1) for a single Coxeter
element. By [Iva23a, Lemma 5.5], it suffices to assume that the Dynkin
diagram of G is connected. The cases when G is classical were handled in
[Iva23a, Proposition 5.3], so it suffices to verify [Iva23a, Lemma 5.7] for the
remaining types (G2, F4, E6, E7, E8,

3D4,
2E6). That is, we must provide

a filtration

Φ+ = Ψr ⊇ Ψr−1 ⊇ . . .Ψ2 ⊇ Ψ1 = Φ+ ∩ F−1(Φ−),

such that for each i, Ψi and Ψi∖Ψ1 are closed under addition; the impli-
cation α, β ∈ Ψi, α + β ∈ Φ ⇒ α + β ∈ Ψi−1 holds for all i > 1; and
for all i, F (Ψi∖Ψ1) ⊆ Ψi. We do this using an algorithm implemented in
SAGE [The22]. It even turns out that it is always possible to arrange that
#(Ψi+1∖Ψi) = 1. Our algorithm is explained in Appendix A. □
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4. Review and some properties of XT,U

Let XT,U be as in (1.1). Here we recall/prove some facts about it. As

we explain below, if T is elliptic there is an equivariant map XT,U → Ẋẇ(b)
into a certain p-adic Deligne–Lusztig space from [Iva23b, §8]. If (T,U) is
Coxeter and if G is classical in the sense of [Iva23a, Definition 5.1], it was
shown in [Iva23a, Proposition 5.12] that this map is an isomorphism. We
prove in this section that this holds for all G.

4.1. Comparison with the definition in [Iva23b]. Assume that T is el-
liptic. Assume that G admits a (necessarily unique) unramified inner form
G0 over k (the general case easily reduces to this by using a derived embed-
ding of G into a group with connected center). Then one can choose

• a k-rational pinning (T0, B0 = T0U0) of G0 with Weyl group (W0, S0),

• an elliptic element w ∈W0,

• a lift ẇ ∈ N(T0)(k̆),

such that there is a k̆-rational isomorphism G
∼→ G0, identifying T,B,U,W

with T0, B0, U0,W0, and F with Ad(ẇ) ◦ σ as an automorphism of Ğ ∼= Ğ0.

Let b ∈ Ğ. In [Iva23b, §8], the p-adic Deligne–Lusztig space attached to the
datum (G0, ẇ, b) is defined as the arc-sheaf on perfect Fq-schemes,

Ẋẇ(b) = {x ∈ L(G0/U0) : x
−1bσ(x) ∈ L(U0ẇU0)},

where L(·) is the perfect loop functor as in §2.1. Note that (g, t) : x 7→ gxt
defines an action of the locally profinite group G(k) × T (k) on this arc-
sheaf, see [Iva23b, §8] for details. This seems to be a natural definition,
most similar to classical Deligne–Lusztig varieties.

Note that w equals the relative position of U with FU . Thus (T,U) is
a Coxeter (resp. minimal elliptic) pair if and only if w is a Coxeter (resp.
minimal elliptic) element.

IdentifyingG withG0 via the given isomorphism, we have the composition

XT,U → {g ∈ Ğ0 : g
−1ẇσ(g) ∈ ẇŬ0}/(Ŭ0 ∩ wŬ0)

∼→ Ẋẇ(ẇ),(4.1)

given by g 7→ g(Ŭ0 ∩ wŬ0) 7→ gŬ0. Just as was done in [Iva23b, Proposition
5.12] for classical groups, we deduce from Proposition 3.1:

Corollary 4.1. Assume (T,U) is a Coxeter pair. Then the map (4.1) is a
G(k)× T (k)-equivariant isomorphism.

4.2. Integral decomposition of XT,U . A priori, XT,U is a huge ind-
scheme, which is hard to control. However, in the Coxeter case, it has
the following decomposition. Let X be as in (1.2) and note that X ⊆ XT,U

is a closed subscheme. Surprisingly, it is also open and the following holds.
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Theorem 4.2 ([Iva23a],[Nie23]). Suppose (T,U) is a Coxeter pair and let
X be as in (1.2). Then there is a decomposition

XT,U =
⊔

g∈G(k)/G(Ok)

gX.

In particular, XT,U is a disjoint union of affine perfect Fq-schemes.

This reduces the study of the cohomology of XT,U to that of X.

4.3. Drinfeld stratification. In this subsection, the ellipticity assumption
on T can be dropped. Note that the projection G → G0+ restricts to a
projection

X → X0+ = {g ∈ G0+ : g−1F (g) ∈ U0+ ∩ FU0+}

over (a variant of) a classical Deligne–Lusztig variety. Let L denote the set
of all twisted Levi subgroups of G0+ containing T0+. For any L0+ ∈ L we
have the locally closed GF

0+ × TF
0+-stable closed subscheme

X
(L0+)
0+ = {g ∈ G0+ : g−1F (g) ∈ L0+ ∩ U0+ ∩ FU0+}

Pulling back to X we obtain a closed subscheme X(L0+) ⊆ X. Following
[CI21] and [CO23, §6.2], we then call

X(L0+)∖
⋃

L′
0+⊆L0+∈L

X(L′
0+)

a Drinfeld stratum ofX. This defines a finite and locally closed stratification
of X. Its has a unique minimal/closed stratum X(T0+).

Lemma 4.3. With Y as in (1.3), we have X(T0+) =
⊔

g∈GF
0+/TF

0+
g(X ∩

TG+) =
⊔

g∈GF
0+
gY .

Proof. The first equality is [CI21, Lemma 3.3.3]. As T0+∩U0+∩FU0+ = 1,

the image of X(T0+) under X → X0+ is contained in the finite subset GF
0+ ⊆

X0+. By exploiting the GF -action on X and the surjectivity of GF → GF
0+,

each fiber is a translate of Y . □

In the rest of the article we consider Y and its cohomology. To approxi-
mate Y , consider for any r ∈ Z>0 the affine perfect Fq-scheme

Yr = {g ∈ G+
r : g−1F (g) ∈ Ur ∩ FU+

r },

equipped with (G+
r )

F × (T+
r )

F -action, so that Y = lim←−r
Yr. Similarly, we

have the schemes X
(L0+)
r ⊆ Gr approximating X(L0+).

Recall the set ∆ from §2.5. Let Φred denote the set of those α ∈ Φ for
which α(x) ∈ Z, and let ∆red = Φred ∩∆.

Lemma 4.4. The scheme Yr is the perfection of an affine smooth scheme
of dimension r ·#∆−#∆red = 1

N (r ·#Φ− Φred).
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Proof. The last equality follows from the last sentense of §2.5. Note that
the if α ∈ ∆red (resp. α ∈ ∆∖∆red), then there are precisely r − 1 (resp.
precisely r) affine roots with vector part α appearing in Ur ∩ FU+

r . Thus

Ur∩FU+
r is isomorphic to the perfection of Ar·#∆−#∆red

Fq
. Note that Yr is the

pullback of Ur ∩FU+
r under the Lang map g 7→ g−1F (g) of G+

r . By [Zhu17,
Lemma A.26], there is a smooth algebraic group H over Fq with perfection
G+

r . Let W ⊆ H be the (reduced) closed subgroup whose perfection is

Ur ∩ FU+
r . In particular, W is necessarily isomorphic to Ar·#∆−#∆red

Fq
. Let

Y ′
r be the pullback of W under the Lang map of H. As perfection commutes

with limits, Yr is the perfection of Y ′
r . As the Lang map is étale, the claim

follows. □

5. The minimal Drinfeld stratum

In this section we assume that Φ/⟨cσW ⟩ ∼= ∆ and #Φ = N ·#∆, where c
and σW are as in §2.5. This condition is satisfied if (T,U) is a Coxeter pair.

We will study the geometric and cohomological properties of Yr for r ∈
Z>0. To this end, we will study Deligne-Lusztig type constructions for var-
ious subquotient groups of G+

r .

5.1. A total order on affine roots. For f ∈ Φ̃ we write αf ∈ Φ⊔{0} and
mf ∈ Z such that f = αf +mf . Let Of be the F -orbit of f .

Let Φ+
aff (resp. Φ̃+) be the set of affine roots f ∈ Φaff (resp. f ∈ Φ̃) such

that f(x) > 0. Note that Φ̃+ = Φ+
aff ⊔ Z⩾1 and Φ̃ = Φ+

aff ⊔ Φ̃
0 ⊔−Φ̃+

aff . Here

Φ̃0 = {f ∈ Φ̃; f(x) = 0}.
Recall that ∆ = Φ−∩FΦ+. Set ∆+

aff = (∆×Z)∩Φ+
aff and ∆̃+ = ∆+

aff⊔Z⩾1.

Lemma 5.1. The map f 7→ Of induces a bijection ∆̃+ ∼= Φ̃+/⟨F ⟩.

Proof. This follows from our assumption on (T,U) in this section. □

Definition 5.2. We define a linear order ⩽ on Φ̃+ such that

• f < f ′ if either (1) f(x) < f ′(x) or (2) f(x) = f ′(x), f ∈ Z⩾1 and
f ′ ∈ ∆+

aff ;

• if f1, f2 ∈ ∆̃+ such that f1 < f2, then f
′
1 < f ′2 for any f ′1 ∈ Of1 and any

f ′2 ∈ Of2 .

• f < F (f) < · · · < FN−1(f) for f ∈ ∆+
aff .

Let f ∈ ∆̃+. We denote by f+ and f− the descendant and the ascendant

of f in ∆̃+ ⊔ {0} respectively such that 0 = f− if f = min ∆̃+. Set Φ̃f =

{f ′ ∈ Φ̃+; f ′ ⩾ f}.
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5.2. The variety Y A
B . We fix an integer r ∈ Z⩾1. Let G+

r = Ğ0+/Ğr and

let Φ̃+
r = {f ∈ Φ̃; 0 < f(x) < r} be the set of affine roots appearing in G+

r .

Let f ∈ Φ̃+. If f ∈ Φ+
aff , we take Af = Ga and define uf : A1 → G+

r by

x 7→ Uαf
([x]ϖmf ) for x ∈ Fq. If f ∈ Z⩾1, we take Af = V := X∗(T ) ⊗ Fq

and define uf : Af → G+
r by λ ⊗ x 7→ λ(1 + [x]ϖnf ) for λ ∈ X∗(T ) and

x ∈ Fq.
We define an abelian group A[r] =

∏
f∈Φ̃+

r
Af . Then we have an isomor-

phism of varieties

u : A[r] ∼−→ G+
r , (xf )f 7−→

∏
f

uf (xf ),

where the product is taking with respect to the linear order ⩽ on Φ̃+.

Let E ⊆ Φ̃+
r . We set AE =

∏
f∈E Af , which is viewed as a subgroup

group of A[r] in the natural way. Denote by pE : A[r] → AE the natural
projection. Using the identification u : A[r] ∼= G+

r we define

prE = u ◦ pE ◦ u−1 : G+
r −→ u(AE).

For f ∈ Φ̃+
r we put pf = p{f} and prf = pr{f}. By abuse of notation, we

will identify prf : G+
r → u(Af ) with u−1 ◦ prf : G+

r → Af freely according
to the context.

Let A,B ⊆ Φ̃+ be two subsets. We set

A+B = {f + f ′ ∈ Φ̃; f ∈ A, f ′ ∈ B}.
We say A is closed if A+A ⊆ A and A+ Z⩾0 = A. In this case, we denote
by GA

r ⊆ G+
r the subgroup generated by u(Af ) for f ∈ A.

Suppose that Φ̃r ⊆ A,B ⊆ Φ̃+ are F -stable and closed such that B ⊆ A
and A + B ⊆ B. Then GB

r is a normal subgroup of GA
r . The isomorphism

u : A[r] ∼→ G+
r restricts to an isomorphism uA:B : AA\B

∼→ GA
r /GB

r . So we
get an embedding

sA:B = u ◦ u−1
A:B : GA

r /GB
r −→ G+

r .

We define

Y A
B = {g ∈ GA

r ; g
−1F (g) ∈ (Ur ∩ FUr)GB

r }/GB
r ⊆ GA

r /GB
r ,

which admits a natural action by (GA
r )

F×(T+
r ∩GA

r )
F . Let χ : (T+

r ∩GA
r )

F →
Q×

ℓ be a character. We denote by H i
c(Y

A
B ,Qℓ)[χ] the χ-weight space of the

(T+
r )

F -action on H i
c(Y

A
B ,Qℓ). For f ∈ Φ̃+

r we define

πA:B
f = u−1 ◦ prOf

◦ L ◦ sA:B : GA
r /GB

r −→ AOf
.

Here, for any F -stable sub-quotient group of G+
r , we always denote by L the

Lang’s self-map given by g 7→ g−1F (g).

Proposition 5.3. Let Φ̃r ⊆ A,B ⊆ Φ̃+ be F -stable and closed. Let f ∈ B
and C = B\Of . Suppose that Φ̃

r ⊆ C is closed, C+A ⊆ C and Of+A ⊆ C.
Then
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(1) if f ∈ ∆+
aff , then the map ψ = (qf ,prf ) : Y A

C
∼= Y A

B × Af is an
isomorphism;

(2) if f ∈ Z⩾1 (in which case AOf
= Af = V ), then there is a Cartesian

diagram

Y A
C

qf
��

prf
// Af

−L

��

Y A
B

πA:B
f
// Af .

Here qf denotes the natural projection.

Proof. By assumption, the map u induces an identification AOf
∼= GB

r /GC
r

as abelian groups. Moreover,
(a) GB

r /GC
r lies in the center of GA

r /GC
r .

Assume that f ∈ ∆+
aff . We define a morphism ϕ : Y A

B × Af → Y A
C as

follows. Let (g, y) ∈ Y A
B × Af . Write πA:B

f (g) = (zi)1⩽i⩽N ∈ AOf
with each

zi ∈ AF i(f). We define

ϕ(g, y) = sA:B(g)u(y)F (u(y)) · · ·FN−1(u(y))
∏

1⩽i⩽N−1

u(zi)F (u(zi)) · · ·FN−i−1(u(zi)).

By (a) one checks that

ϕ(Y A
B × Af ) ⊆ Y A

C

and ψ ◦ϕ = id. Let g ∈ Y A
C and set g′ = ϕ(ψ(g)) ∈ Y A

C . Then ψ(g) = ψ(g′),
that is, g−1g′ ∈ AOf\{f} ⊆ GB

r /GC
r . As g, g

′ ∈ Y A
C , it follows by (a) that

L(g−1g′) = L(g)−1L(g′) ∈ Af ⊆ GB
r /GC

r .

Hence g = g′ by Lemma 5.4. So ϕ ◦ ψ = id and (1) is proved.
Assume that f ∈ Z⩾1. As both vertical maps in the diagram are finite

étale V F -torsors, it suffices to show that the square commutes. Let g ∈ Y A
C .

Write sA:C(g) = u(x)u(y) with x ∈ AA\B and y ∈ Af . Then prf (g) = y and

qf (g) = u(x). As f ∈ Z⩾1 and g ∈ Y A
C , we have prf (L(sA:C(g)) = 0 ∈ Af .

Using (a) one computes that

πA:B
f (qf (g)) = prf (L(u(x)))

= prf (L(sA:C(g)u(y)
−1))

= prf (L(sA:C(g))L(u(y)
−1))

= prf (L(sA:C(g)))prf (L(u(y)
−1))

= L(y−1)

= −L(y).

So (2) is proved. □
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Lemma 5.4. Let f ∈ ∆+
aff and let x = (xi)0⩽i⩽N−1 ∈ AOf

with each xi ∈
AF i(f) such that L(x) ∈ Af . Then xi = F i(x0) for 1 ⩽ i ⩽ N − 1. In

particular, (1) L(x) = FN (x0)− x0 and (2) x = 0 if and only if x0 = 0.

Proof. By definition we have

L(x) = F (x)− x =
N−1∑
i=0

F (xi−1)− xi ∈ AOf
,

from which the lemma follows. □

5.3. Main result. For f ′ ⩽ f ∈ ∆̃+ we set G+
f = G+

r /GΦ̃f

r , Yf = Y Φ̃+

Φ̃f
,

Tf = T⌈f⌉ and Tf ′

f = ker(Tf → Tf ′), where Φ̃f = {f ′ ∈ Φ̃+; f ′ ⩾ f} and

⌈f⌉ = min{n ∈ Z⩾1, n ⩾ f}. Note that Tf
f+ is nontrivial if and only if

f ∈ Z⩾1, in which case Tf
f+
∼= V = X∗(T )⊗ Fq.

Theorem 5.5. Assume that p satisfies Condition 2.1. Let f ∈ ∆̃+ and let

χ : (T+
f )

F → Q×
ℓ be a character. Then there exists s = sf,χ ∈ Z⩾0 such that

H i
c(Yf ,Qℓ)[χ] ̸= 0⇐⇒ i = s,

on which FN acts by multiplication by (−1)sqsN/2.

After necessary preparations we prove Theorem 5.5 in §5.7. We compute
the cohomological degree sχ,r explicitly in terms of the Howe factorization
of χ in §5.8. A variety over a finite field is called maximal in [BW16], if its
number of rational points attains the Weil–Deligne bound given by its Betti
numbers.

Theorem 5.6. Let f : Z → Y be an étale Γ-torsor, where Γ is a finite group.
Let Λ be a ring. Assume that either Λ is finite, or Z, Y are irreducible and
geometrically unibranch. Then

f!(Λ) =
⊕
ρ

ρ⊗ Eρ,

where ρ ranges over irreducible representations of Γ and Eρ is a local system
on Y .

Proof. The category of locally constant Λ-sheaves on Zet is equivalent to
the category of continuous π1(Z)-representations on finite Λ-modules [Sta14,
0GIY, 0DV5]. The same holds for Y and the functor f! = f∗ correspond
to induction of representations. Thus f!(Λ) corresponds to the π1(Y )-

representation ind
π1(Y )
π1(Z)1π1(Z), which is equal to the inflation along π1(Y ) ↠

Γ of the regular Γ-representation. The latter decomposes as
⊕

ρ∈Irr(Γ) ρ
⊕dim(ρ).

Thus, if Eρ denotes the local system on Y corresponding to the inflation of

ρ, we deduce f!(Λ) ∼= ⊕ρE⊕ dim(ρ)
ρ . □
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Proposition 5.7. Let Γ be a finite group. Suppose that Z and Y = Z ×A1

are Γ-varieties, and the natural projection π : Y → Z is Γ-equivariant. Then
we have H i

c(Y,Qℓ) ∼= H i−2
c (Z,Qℓ) as Γ-modules.

Proof. It suffices to show π!(Qℓ) ∼= Qℓ[−2] as Γ-equivariant sheaves. Indeed,
the adjunction map gives an isomorphism

π!(Qℓ) ∼= π!π
∗(Qℓ) ∼= π!π

!(Qℓ[−2]) ∼= Qℓ[−2]

as Γ-equivariant sheaves. □

5.4. Multiplicative local systems. Let P be a commutative unipotent
algebraic group defined over Fq. Then the map L 7→ tL induces a bijec-
tion from the isomorphism classes of multiplicative local systems on P to

the set Hom(H(Fq),Q
×
ℓ ) of characters of P (Fq). Here tL : P (Fq) → Q×

ℓ

is the trace-of-Frobenius function for L. See [BD10, §1.8] for details. For

θ ∈ Hom(P (Fq),Q
×
ℓ ) we denote by Lθ the multiplicative local system corre-

sponding to θ.

Lemma 5.8. Let L be a multiplicative local system on P . Then the base
change of L to PFqn

(with n ∈ Z≥1) corresponds to the character tL ◦Nmn,

where Nmn(x) = xFP (x) · · ·Fn−1
P (x) and FP denotes the Frobenius auto-

morphism of P .

For a character χ of (T+
f+)

F we denote by χf
f+ the restriction of χ to

(Tf
f+)

F . Proposition 5.3 has the following consequence:

Corollary 5.9. Let f ∈ ∆̃+ and let χ be a character of (T+
f+)

F .

(1) if f ∈ ∆+
aff , then H

i
c(Yf+,Qℓ)[χ] ∼= H i−2

c (Yf ,Qℓ)[χ];

(2) if f ∈ Z⩾1, then H
i
c(Yf+,Qℓ)[χ

f
f+]
∼= H i

c(Yf , π
∗(L

χf
f+
)), and hence

H i
c(Yf+,Qℓ)[χ] ∼= H i

c(Yf , π
∗(L

χf
f+
))[χ].

Here π = πΦ̃
+:Φ̃f

f and H i
c(Yf+,Qℓ)[χ

f
f+] is the χf

f+-weight space of (Tf
f+)

F .

Proof. If f ∈ ∆+
aff , by Lemma 5.3 (1) we have Yf+ ∼= Yf×Ga, and the natural

projection qf : Yf+ → Yf respects the right actions of (T+
f+)

F = (T+
f )

F on

Yf+ and Yf . So the statement (1) follows from Proposition 5.7.

Now assume that f ∈ Z⩾1. Note that the Lang’s map L : Tf
f+ → Tf

f+ is

an étale (Tf
f+)

F -torsor. It follows from Theorem 5.6 that

L!(Qℓ) =
⊕
θ

Lθ,

where θ ranges over characters of (Tf
f+)

F , and Lθ is the multiplicative local

system corresponding to θ. By the Cartesian diagram in Proposition 5.3
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(2), it follows from the base change theorem that

(qf )!(Qℓ) = (qf )!pr
∗
f (Qℓ) ∼= π∗fL!(Qℓ) =

⊕
θ

π∗fLθ.

So the statement (2) follows by noticing that (Tf
f+)

F acts on the sheaf Lθ
via the character θ. □

From this we deduce:

Corollary 5.10. Let χ : T (Ok)→ Q×
ℓ be a smooth character, which factors

through (T+
r )

F . Then for any r2 ≥ r1 ≥ r, the map fr2,!Qℓ[χ][2(dimYr2 −
dimYr1)] → fr1,!Qℓ[χ] is an isomorphism, where fri : Yri → SpecFq is the
structure map. With other words, (2.1) holds for the schemes Yr.

5.5. Reduction to the semisimple case. Let G′ ⊆ G be the derived
subgroup. Let T ′ be a maximal torus of G′ contained in T . One can define
the objects Y ′

f = Yf for G′ in a similar way.

Lemma 5.11. For f ∈ ∆̃+ we have

Yf =
⊔

x∈(T+
f )F /(T′+

f )F

xY ′
f =

⊔
x∈(T+

f )F /(T′+
f )F

Y ′
fx

−1.

In particular, H i
c(Yf ,Qℓ) ∼= ind

(T+
f )F

(T′+
f )F

H i
c(Y

′
f ,Qℓ) as (T+

f )
F -modules.

Proof. Let g ∈ Yf . Then g−1F (g) ∈ U+
f ∩ FU+

f ⊆ G′+
f . By Lang’s theorem,

there exists g′ ∈ G′+
f such that g′−1F (g′) = g−1F (g). So g = (gg′−1)g′ ∈

(G+
f )

FY ′
f and hence Yf = (G+

f )
FY ′

f .

On the other hand, there is a natural isomorphism

(T+
f )

F /(T′+
f )F ∼= (G+

f )
F /(G′+

f )F .

Now it follows that

Y +
f = (G+

f )
FY ′

f =
⊔

x∈(T+
f )F /(T′+

f )F

xY ′+
f =

⊔
x∈(T+

f )F /(T′+
f )F

Y ′+
f x−1,

where the last equality follows from the observation that (T+
f )

F normalizes

Y ′
f . □

5.6. Handling jumps in the Howe factorization of χ. We fix a positive
integer h ⩽ r and a character χ of (T+

h+)
F . Recall that Th

h+
∼= Ah = V =

X∗(T )⊗ Fq, and recall from §2.6 the norm map

NmN : V −→ V, v 7−→ v + F (v) + · · ·+ FN−1(v).

Using the character χ we define a root system

Φχ = {α ∈ Φ;χ ◦NmN (α∨ ⊗ FqN ) = {1}}.
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Note that Φχ is F -stable. By [Kal19, Lemma 3.6.1] it is a Levi subsystem
of Φ (note that by Condition 2.1, p is not a torsion prime for Φ).

Let M = Mχ ⊆ G be the twisted Levi subgroup generated by T and Uα

for α ∈ Φχ. Let Φ̃M be the set of affine roots of M . We set

D = (∆+
aff ∩ Φ+

h ) \ Φ̃M = {f ∈ ∆+
aff \ Φ̃M ; f < h}.

By Lemma 5.1 the map f 7→ Of gives a natural bijection

D
∼−→ (Φ̃+

h \ Φ̃M )/⟨F ⟩.

Let f ∈ D. As f < h, it follows by Definition 5.2 that 0 < f(x) < h and

hence h − f ∈ Φ̃+
h \ Φ̃M . Hence there exists a unique affine root f ♭ ∈ ∆+

aff

such that −f + h ∈ Of♭ . In particular, f ♭ ∈ D and f(x) + f ♭(x) = h. We
label all the affine roots in D by

f1, . . . , fm−1, fm = f ♭m, . . . , fn = f ♭n, f
♭
m−1, . . . , f

♭
1

such that

f1(x) ⩽ · · · ⩽ fm−1(x) ⩽
h

2
= fm(x) = · · · = fn(x) =

h

2
⩽ f ♭m−1(x) ⩽ · · · ⩽ f ♭1(x),

fi < f ♭i for 1 ⩽ i ⩽ m− 1 and f ♭m−1 < · · · < f ♭1.

Let 1 ⩽ i ⩽ m. We set D♭
i = {f ♭j ∈ D; 1 ⩽ j ⩽ i} if 1 ⩽ i ⩽ m − 1 and

D♭
i = {f ♭j ; 1 ⩽ j ⩽ n} if i = m. Define

Ai = Φ̃+ \ ∪i−1
j=1Ofj , Bi = Φ̃h ∪

⋃
f∈D♭

i

Of , Ci−1 = Bi−1 \ {h}.

Moreover, we set A0 = A1 = Φ̃+, B0 = Φ̃h and C0 = B0 \ {h}. Note that

Am = Bm ∪ Φ̃+
M with Φ̃+

M = Φ̃M ∩ Φ̃+.

Lemma 5.12. Let 1 ⩽ i ⩽ m. Then Ai−1 + Ai−1 ⊆ Ai, Ai + Bi ⊆ Bi−1,

Φ̃+
M +Bi ⊆ Ci−1, Ci−1+Ci−1 ⊆ Ci−1 and Ai+1+Bi ⊆ Ci−1, where Am+1 =

Bm−1 ∪ Φ̃+
M . In particular, Ai, Bi and Ci−1 are F -stable and closed.

Proof. We only show the second and the third inclusions. The others can

be proved similarly. Let f ∈ Ai and f
′ ∈ Bi such that f + f ′ ∈ Φ̃.

First we assume that f ∈ Φ̃+
M . Then f + f ′ /∈ Φ̃+

M since f ′ /∈ Φ̃+
M . As

(f + f ′)(x) > f ′(x) ⩾ f ♭i (x) ⩾ h/2.

we have f + f ′ ∈ ∪f ′′∈D♭
i−1
Of ′′ ⊆ Ci−1 ⊆ Bi−1 as desired.

Now we assume that f /∈ Φ̃+
M . Then f(x) ⩾ fi(x) and

(f + f ′)(x) ⩾ fi(x) + f ♭i (x) = h.

By Definition 5.2 we have f + f ′ ∈ Φ̃h ⊆ Bi−1 as desired. □
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Let g ∈ G+
r , x ∈ A[r] and E ⊆ Φ̃+

r . We set gE = prE(g) ∈ u(AE),

xE = pE(x) ∈ AE and x̂ = u(x) ∈ G+
r . For f ∈ Φ̃+

r we will set xf = x{f}
and x⩾f = x

Φ̃f . We can define gf and g⩾f ∈ G+
r in a similar way. By abuse

of notation, we will identify gf ∈ u(Af ) with u
−1(gf ) ∈ Af according to the

context.

Lemma 5.13. Let A,B ⊆ Φ̃+ such that A + B ⊆ Φ̃h. Let x ∈ AA and
y ∈ AB. Then

(ŷx̂)h = −
∑
f

α∨
f ⊗ yh−fxf + yh + xh ∈ Ah = V,

where f ranges over A such that f < h− f .

Proof. As A + B ⊆ Φ̃h, for any f ∈ A and f ′ ∈ B we have [ŷf ′ , x̂f ] =

ŷf ′ x̂f ŷ
−1
f ′ x̂

−1
f ∈ Gh

r . Moreover, one computes that

(a) [ŷf ′ , x̂f ]h = α∨
f ⊗ yf ′xf if f + f ′ = h, and [ŷf ′ , x̂f ]h = 0 otherwise.

Assume that y = y⩽f ′ and x = x⩾f for some f ′ ∈ B and f ∈ A. We argue
by induction on f . If f ⩾ f ′, the statement is trivial. Suppose that f < f ′.
Then we have

(ŷx̂)h = (ŷ<f ′ ŷf ′ x̂f x̂>f )h

= (ŷ<f ′ x̂f ŷf ′ [ŷ−1
f ′ , x̂

−1
f ]x̂>f )h

= (ŷ<f ′ x̂f ŷf ′ x̂>f )h + [ŷ−1
f ′ , x̂

−1
f ]h

...

= (ŷ⩽f x̂f ŷ[f+,f ′]x̂>f )h +
∑

f ′′∈[f+,f ′]

[ŷ−1
f ′′ , x̂

−1
f ]h

= (ŷ⩽f x̂f )h + (ŷ[f+,f ′]x̂>f )h +
∑

f ′′∈[f+,f ′]

[ŷ−1
f ′′ , x̂

−1
f ]h

where [f+, f ′] = {f ′′ ∈ Φ̃+; f+ ⩽ f ′′ ⩽ f ′}. Now the statement follows from
(a) and induction hypothesis. □

Lemma 5.14. Let 1 ⩽ i ⩽ m. Let x ∈ AAi and y ∈ ABi. Assume that
x ∈ A

Ai∩Φ̃M
or 1 ⩽ i ⩽ m− 1. Then (x̂ŷ)h = xh + yh ∈ Ah.

Proof. Assume that x = x⩽f and y = y⩾f ′ for some f ∈ Ai and f
′ ∈ Bi. We

argue by induction on f ′. If f ⩽ f ′, the statement is trivial. Assume that
f > f ′. We claim that

(a) f + f ′ > h if f + f ′ ∈ Φ̃.

First note that f(x) + f ′(x) ⩾ 2f ′(x) ⩾ 2f ♭i (x) ⩾ h. Suppose that (a)

does not hold. Then f + f ′ = h. Assume x ∈ A
Ai∩Φ̃M

. Then f ∈ Φ̃+
M

and f + f ′ ∈ Ci−1 by Lemma 5.12, which is a contradiction. Assume 1 ⩽
i ⩽ m − 1. If f ∈ Ofi , then f

′ ∈ Of♭
i
and hence f < f ′ by our choice that
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fi < f ♭i , which is a contradiction. So f ∈ Ai+1 and f + f ′ ∈ Ai+1 +Bi ⊆ Ci

by Lemma 5.12, which is also a contradiction. So (a) is proved.
By (a) we have [x̂−1

f , ŷ−1
f ′ ] ∈ Gh+

r . Hence

(x̂ŷ)h = ((x̂<f ŷf ′ x̂f [x̂
−1
f , ŷ−1

f ′ ])ŷ>f ′)h

= (x̂<f ŷf ′ x̂f ŷ>f ′)h

...

= (x̂⩽f ′ ŷf ′ x̂[f ′+,f ]ŷ>f ′)h

= (x̂⩽f ′ ŷf ′)h + (x̂[f ′+,f ]ŷ>f ′)h

= (x̂⩽f ′)h + (ŷf ′)h + (x̂[f ′+,f ]ŷ>f ′)h.

Now the statement follows by induction hypothesis. □

We set π = πΦ̃
+:Φ̃h

h : G+
h = G+

r /Gh
r → Ah

∼= V .

Proposition 5.15. Let 1 ⩽ i ⩽ m. Then there is an isomorphism

ψi : Y
Ai
h
∼= Y Ai

Bi
× AD♭

i
.

Moreover, for (x̂, y) ∈ Y Ai
Bi
× AD♭

i
with x ∈ AAi\Bi

we have

(1) if 1 ⩽ i ⩽ m− 1, then

π(ψ−1
i (x̂, y)) = α∨

fi
⊗ (xq

N

fi
− xfi)y

qni

f♭
i

+ π(ψ−1
i (x̂, 0)) ∈ V,

where 0 ⩽ ni ⩽ N − 1 such that Fni(f ♭i ) = −fi + h;

(2) if i = m, then π(ψ−1
i (x̂, y)) = −

∑n
j=m α

∨
fj
⊗ yq

N/2+1
fj

+ π(ψ−1
i (x̂, 0)).

Proof. Without loss of generality we may assume that m = n. In particular,

Bi = Φ̃h ∪ Of♭
1
∪ · · · ∪ Of♭

i
for 0 ⩽ i ⩽ m.

By Lemma 5.12 we have Ai +Of♭
j
⊆ Aj +Bj ⊆ Bj−1 for 1 ⩽ j ⩽ i ⩽ m.

Thus by applying Proposition 5.3 (1) repeatedly, we obtain an isomorphism

ψi : Y
Ai
h = Y Ai

B0

∼= Y Ai
B1
× Af♭

1

∼= · · · ∼= Y Ai
Bi
× AD♭

i
.

Let z = s
Φ̃+:Φ̃h ◦ ψ−1

i (x̂, y). We claim that

(a) z = x̂ŵ for some w ∈ A
Bi\Φ̃h such that wF j(f♭

i )
= yq

j

f♭
i

+ Pj(x) for

0 ⩽ j ⩽ N−1, where each Pj is a polynomial function on AAi\Bi
. Moreover,

Pj = 0 if i = m.
Indeed, the first claim follows from the Proposition 5.3. Moreover, if

i = m, then Ai \Bi ⊆ Φ̃M and L(x̂) ∈M+
r . Hence Pj = 0 for 1 ⩽ j ⩽ N − 1

by Proposition 5.3. So (a) is proved.
Then we claim that
(b) xF j(fi) = xq

j

fi
for 1 ⩽ i ⩽ m− 1 and 0 ⩽ j ⩽ N − 1.
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Indeed, Let v = xOfi
∈ AOfi

. As x̂ ∈ Y Ai
Bi

, we have v̂ ∈ Y Ai
Ai+1

⊆
GAi

r /GAi+1
r

∼= AOfi
, that is, L(v̂) ∈ Afi ⊆ AOfi

. Now (b) follows from
Lemma 5.4.

Assume that 1 ⩽ i ⩽ m− 1. By (b) we have

(c) L(x̂)f = 0 if f ∈ Ofi \ {fi} and L(x̂)f = xq
N

fi
− xfi if f = fi.

Note that ŵ, F (ŵ) ∈ GBi
r , Ofi < Of♭

i
and Bi + Bi ⊆ Φ̃h+. Moreover,

L(x̂) ∈ GAi
r and [ŵ, (L(x̂)<fi)

−1] ∈ [GBi
r ,GAi+1

r ] ⊆ GCi−1
r . It follows from

Lemma 5.13 and Lemma 5.14 that (ŵ−1)h = 0 and

(L(x̂)⩾fiF (ŵ))h = (L(x̂)⩾fi)h + F (ŵ)h = L(x̂)h;

(ŵ−1[ŵ, (L(x̂)<fi)
−1])h = (ŵ−1)h + ([ŵ, (L(x̂)<fi)

−1])h = 0.

Then one computes that

π(ψ−1
i (x̂, y)) = (ŵ−1L(x̂)F (ŵ))h

= (L(x̂)<fiŵ
−1[ŵ, (L(x̂)<fi)

−1]L(x̂)⩾fiF (ŵ))h

= (ŵ−1[ŵ, (L(x̂)<fi)
−1]L(x̂)⩾fiF (ŵ))h

=
∑

f∈Ofi

((ŵ−1)h−fL(x̂)f )h + (ŵ−1[ŵ, (L(x̂)<fi)
−1])h + (L(x̂)⩾fiF (ŵ))h

= ((ŵ−1)h−fiL(x̂)fi)h + L(x̂)h

= α∨
fi
⊗ ((xq

N

fi
− xfi)(y

qni

f♭
i

+ Pni(x))) + L(x̂)h

= α∨
fi
⊗ (xq

N

fi
− xfi)y

qni

f♭
i

+ π(ψ−1
i (x̂, 0),

where the third equality follows from that fi < Bi, the fourth equality
follows from Lemma 5.13, and the fifth equality follows from (c).

Assume i = m. Then x̂, L(x̂) ∈M+
r and FN/2(fi) = h− fi. Moreover, by

the second statement of (a) we have

ŵ−1
Ofi

F (ŵOfi
) = (ŵfi · · ·F

N−1(ŵfi))
−1F (ŵfi) · · ·F

N−1(ŵfi)

≡ ŵ−1
fi
FN (ŵfi)[ŵfi , F

N/2(ŵfi)
−1] mod Gh+

r .

Thus

(ŵ−1F (ŵ))h = (ŵ−1
Ofi

F (ŵOfi
))h = [ŵfi , F

N/2(ŵfi)
−1]h = −α∨

fi
⊗ yq

N/2+1
fi

.
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As L(x̂) ∈M+
r , we have [ŵ, L(x̂)

−1] ∈ GCi−1
r . In particular, [ŵ, L(x̂)−1]h = 0

and [[ŵ, L(x̂)−1], F (ŵ)] ∈ Gh+
r . Now we have

π(ψ−1
i (x̂, y)) = (ŵ−1L(x̂)F (ŵ))h

= (L(x̂)ŵ−1[ŵ, L(x̂)−1]F (ŵ))h

= (ŵ−1[ŵ, L(x̂)−1]F (ŵ))h + L(x̂)h

= (ŵ−1F (ŵ)[ŵ, L(x̂)−1])h + L(x̂)h

= (ŵ−1F (ŵ))h + [ŵ, L(x̂)−1]h + L(x̂)h

= −α∨
i ⊗ y

qN/2+1
fj

+ L(x̂)h

= −α∨
j ⊗ y

qN/2+1
fj

+ π(ψ−1
i (x̂, 0)),

where the third (resp. the fifth) equality follows from Lemma 5.14 (resp.
Lemma 5.13). The proof is finished. □

Recall that Lχh
h+

is the multiplicative local system on V = X∗(T ) ⊗ Fq

corresponding to the character χh
h+ : V F → Q×

ℓ .

Proposition 5.16. Let α ∈ Φ \ ΦM and let κ : Ga → V be the map given
by x 7→ α∨ ⊗ x for x ∈ Fq.

(1) κ∗Lχh
h+

is nontrivial and hence H i
c(Ga, κ

∗Lχh
h+

) = 0 for i ∈ Z;
(2) if N is even and FN/2(α) = −α, then

dimH i
c(Ga, τ

∗Lχh
h+

) =

{
qN/2 if i = 1;

0, otherwise,

where τ : Ga → V is given by x 7→ α∨⊗xqN/2+1. Moreover, in this case FN

acts on H1
c (Ga, τ

∗Lχh
h+

) via −qN/2.

Proof. Consider the composition of maps

θ : FqN
κ−→ V FN NmN−→ V F

χh
h+−→ Q×

ℓ ,

where NmN : V → V is given by v 7→ v + · · · + FN−1(v). As κ is a
homomorphism defined over FqN , we have κ∗Lχh

h+
= Lθ by Lemma 5.8.

Moreover, since α ∈ Φ \ ΦM , θ is nontrivial by definition. Hence Lθ is
nontrivial and the statement (1) follows from [Boy10, Lemma 9.4].
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Assume that N is even and FN/2(α) = −α. Then for x ∈ FqN/2 we have

NmN (α∨ ⊗ x) =
N−1∑
i=0

F i(α∨)⊗ xqi

=

N/2−1∑
i=0

(F i(α∨)⊗ xqi + FN/2+i(α)⊗ xqN/2+i
)

=

N/2−1∑
i=0

(F i(α∨)⊗ xqi + F i(−α∨)⊗ xqi)

= 0.

Hence the (nontrivial) character θ of FqN restricts to a trivial character of
FqN/2 . Now the statement (2) follows from [BW16, Proposition 6.6.1]. □

Let Z be a locally closed subvariety of G+
h with the natural embedding

map iZ : Z ↪→ G+
h . For a local system F on G+

h , we write Hj
c (Z,F) =

Hj
c (Z, i∗ZF) for simplicity. We set π = πΦ̃

+:Φ̃h

h : G+
h = G+

r /Gh
r → Ah

∼= V .

Proposition 5.17. The following statements hold:

(1) Hj
c (Y

Ai
h , π∗Lχh

h+
) ∼= Hj

c (Y
Ai+1

h , π∗Lχh
h+

)⊕qN for 1 ⩽ j ⩽ m− 1;

(2) Hj
c (Y

Am
h , π∗Lχh

h+
) ∼= Hj−n−m+1

c (YM
h , π∗MLχh

h+
)⊕q(n−m+1)N/2

((−qN/2)n+m−1).

Here YM
h = Yh ∩M+

h , and πM is the restriction of π to M+
h .

Proof. By Proposition 5.15 we have an isomorphism

ψi : Y
Ai
h
∼= Y Ai

Bi
× AD♭

i
.

Let p : Y Ai
h → Y Ai

Bi
be the natural projection. Set L = Lχh

h+
.

Assume 1 ⩽ i ⩽ m − 1. Let Y i = {x̂ ∈ Y Ai
h ;xq

N

fi
− xfi = 0}. Then ψi

restricts to an isomorphism

Y i ∼= Yi × AD♭
i
,

where Yi = {x̂ ∈ Y Ai
Bi

;xq
N

fi
− xfi = 0}. In view of Proposition 5.15 (1), the

restriction of π to Y Ai
Bi
× AD♭

i
is given by

π(ψ−1
i (x̂, y)) = πi(ψ

−1
i (x̂, y)) = η(x̂, y) + π0(x̂),

where η(x̂, y) = α∨
fi
⊗ (xq

N

fi
− xfi)y

qni

fi
with 1 ⩽ ni ⩽ N − 1 such that

Fni(f ♭i ) = h− fi, and π0 is the restriction of π to Y Ai
Bi
× {0} ⊆ Y Ai

Bi
× AD♭

i
.

As L is a multiplicative local system, we have π∗L ∼= η∗L ⊗ p∗π∗0L. Hence
by the projection formula,

p!π
∗L ∼= p!η

∗L ⊗ π∗0L.
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For x̂ ∈ Y Ai
h we define ηx̂ : AD♭

i
→ V be the homomorphism given by

ηx̂(y) = η(x̂, y). As αfi ∈ Φ \ ΦM , it follows by Proposition 5.16 that

η∗x̂L is a trivial multiplicative local system if and only if xq
N

fi
− xfi = 0,

that is, x̂ ∈ Yi. Thus p!π
∗L is supported on Yi × AD♭

i

∼= Y i and hence

p!π
∗L ∼= p!(π|Y i)∗L. Noticing that

Y i = ⊔
g∈(GAi

h )F /(G
Ai+1
h )F

gY
Ai+1

h

and that #((GAi
h )F /(GAi+1

h )F ) = #(GAi
h /GAi+1

h )F = qN , we have

Hj
c (Y

Ai
h , π∗L) ∼= Hj

c (Y
i, π∗L) ∼= Hj

c (Y
Ai+1

h , π∗L)⊕qN ,

and the first statement is proved.
By Proposition 5.15 (2), for (x̂, y) ∈ Y Am

Bm
× AD♭

m
= YM

h × AD♭
m

we have

π(x̂, y) = τ(y) + πM (x̂),

where τ(y) =
∑n

j=m α
∨
fj
⊗ yq

N/2+1
fj

. Thus π∗L ∼= π∗ML ⊠ τ∗L. By Künneth

formula, we have

Hj
c (Y

Am
h , π∗L)

∼= ⊕sH
s
c (AD♭

m
, τ∗L)⊗Hj−s

c (YM
h , π∗ML)

∼= ⊗n
i=mH

1
c (Afi , τ

∗
i L)⊗⊗m−1

i=1 H
2
c (Af♭

i
,Qℓ)⊗Hj−n−m+1

c (YM
h , π∗ML)

∼= Hj−n−m+1
c (YM

h , π∗ML)q
(n−m+1)N/2

((−qN/2)m+n−1),

where τi : Ga
∼= Afi → V is given by x 7→ α∨

fi
⊗ xq

N/2+1, and the last

isomorphism follows from Proposition 5.16 (2). This finishes the proof of
the second statement. □

5.7. Proof of Theorem 5.5. Let G′, T ′, Y ′
f be as in §5.5. Let χ′ be the

restriction of χ to (T′+
f )F . By Lemma 5.11 we have

Hj
c (Yf ,Qℓ)[χ] ∼= (ind

(T+
f )F

(T′+
f )F

(Hj
c (Y

′
f ,Qℓ)[χ

′]))[χ].

So it suffices to prove the theorem for semisimple reductive groups G = G′.

We argue by induction on f ∈ ∆̃+ and #Φ. Indeed, if f = min ∆̃+, then
(T+

f )
F = Yf = {1} and the statement is trivial. On the other hand, if Φ is

empty, that is, G = T , then Yf = (T+
f )

F is a finite set and the statement is

also true. Now we assume the theorem holds for all reductive groups L such

that #ΦL < #ΦG, and for all Yf ′ with f ′ ⩽ f ∈ ∆̃+.

If f ∈ ∆+
aff , by Corollary 5.9 (1) we have a (T+

f )
F -equivariant isomorphism

H i
c(Yf+,Qℓ) = H i−2

c (Yf ,Qℓ)(−qN ).

Then the statement follows by induction hypothesis.
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Now we assume f = h ∈ Z⩾1. Let notation be as in §5.6. By Corollary
5.9 (2),

H i
c(Yh+,Qℓ)[χ] ∼= H i

c(Yh, π
∗Lχh

h+
)[χ].

If χh
h+ is trivial, then Lχh

h+
= Qℓ andH

i
c(Yh+,Qℓ)[χ] ∼= H i

c(Yh,Qℓ)[χ]. Hence

the statement also follows by induction hypothesis. Assume χh
h+ is nontrivial

and let notation be as in §5.6. By Condition 2.1 and Lemma 2.2, we have
M =Mχ ̸= G. By Proposition 5.17 and Corollary 5.9 (2) we have

H i
c(Yh, π

∗Lχh
h+

)[χ] = H i
c(Y

A1
h , π∗Lχh

h+
)[χ]

∼= (H i−m−n+1
c (YM

h , π∗MLχh
h+

)[χ])⊕q(m+n−1)N/2
((−q)(m+n−1)N/2)

∼= (H i−m−n+1
c (YM

h+,Qℓ)[χ])
⊕q(m+n−1)N/2

((−q)(m+n−1)N/2),

So the statement follows by induction hypothesis. The proof is finished.

5.8. Computation of cohomological degree. Let χ be a smooth char-
acter T +(Ok), which factors through (T+

r )
F . We have the Howe factoriza-

tion of an arbitrary lift of χ to a smooth character of T (k) from [Kal19,
§3.6]. We use notation from loc. cit. In particular, we have the integers
(r ≥)rd ≥ rd−1 > rd−2 > · · · > r0 > 0 at which the breaks happen and
the increasing subsets Ri := Rri ⊆ Φ (which are the roots systems of the
twisted Levi subgroups Mχ appearing in §5.7). Moreover, r−1 = 0, Rd = Φ

by definition. Let Rred
i = Ri ∩ Φred, where Φred is as in §4.3.

Proposition 5.18. We have

Nsχ,r = 2r ·#Φ−#Φred −#Rred
0 −

d−1∑
i=0

ri(#Ri+1 −#Ri).

Proof. We can argue by induction on #Φ (or on the number of jumps d). If
Φ = ∅, the statement is trivial. Suppose it is true for all reductive groups
L with #ΦL < #Φ. Then in view of §5.7 (where we can assume that χ is
trivial over Th+1

r with h = rd−1), we have

sχ,r = 2(r − rd−1) ·#∆+ (m+ n− 1) + sMχ,rd−1
,

where sMχ,rd−1
is the unique integer i such that H i

c(Y
M
rd−1

,Qℓ)[χ] ̸= 0. Now,

m+ n− 1 = #D

= #{f ∈ ∆aff : f(x) > 0, f < rd−1} ∩ (R̃d∖ R̃d−1))

=
1

N

(
rd−1(#Rd −#Rd−1)− (#Rred

d −#Rred
d−1)

)
,

where R̃d−1 ⊆ Φ̃ is the preimage of Ri under the natural projection Φ̃ →
Φ ⊔ {0}. Note that N ·#∆ = #Φ = #Rd. The statement now follows by
induction hypothesis. □

This generalizes the formula from [CI21, Theorem 6.1.1]
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Corollary 5.19. For the integer sχ from Theorem 1.1 we have

Nsχ = −#Φred +#Rred
0 +

d−1∑
i=0

ri(#Ri+1 −#Ri).

Proof. By Lemma 4.4, 2N dimYr = 2N(r·#∆−#∆red) = 2(r·#Φ−#Φred).
As Nsχ = 2N dimYr −Nsχ,r, the claim follows. □

Note that when χ is sufficiently generic, this, combined with Corollary
1.3, gives a formula for the formal degree of the corresponding supercuspidal
representation. Moreover, note that the essential parts of the formulas of
Corollary 5.19 and of [Sch24, Theorem A] agree.

6. Traces

We combine Theorem 5.5 with [Boy12, Lemma 2.12] to express the traces
of all g ∈ G(Ok) on Hsχ(Y,Qℓ)[χ] in terms of the geometry of Yh. In par-

ticular, we determine the dimension of Hsχ(Y,Qℓ)[χ] in terms of the non-
vanishing degree sχ.

Proposition 6.1. Let χ : T +(Ok) → Q×
ℓ be a smooth character which fac-

tors through (T+
r )

F . Let g ∈ G+(Ok) with image ḡ ∈ (G+
r )

F . Then

tr(ḡ, H
sχ,r
c (Yr,Qℓ)[χ]) =

1

#(T+
r )F · qsχ,rN/2

∑
t∈(T+

r )F

χ(t) ·#Sg,t,

where Sg,t = {x ∈ Yr(Fq) : gF
N (x) = xt}. For g = 1 this simplifies to

dimQℓ
H

sχ,r
c (Yr,Qℓ)[χ] =

#(G+
r )

F

#(T+
r )F · qsχ,rN/2

.

Proof. The first statement follows from Theorem 5.5 by [Boy12, Lemma
2.12]. For the second statement we have to compute the trace for g = 1.
Therefore, let x ∈ S1,t for some t ∈ (T+

h )
F and put u = x−1F (x). Then

x ∈ S1,t implies t = x−1FN (x) =
∏N−1

i=0 F i(u). We claim that this im-

plies t = u = 1. Let A ⊆ Φ̃+ be an F -stable and closed subset. Sup-
pose that we have already shown that t, u ∈ GA

r . Let f ∈ A be such that
f(x) is minimal among all roots in A. Then A∖Of ⊆ A is F -stable and

closed, and A + A ⊆ A∖Of , so that GA∖Of

h ⊆ GA
h is normal with abelian

quotient. By induction on A it suffices to show that t, u ∈ GA∖Of

h . Let

t̄, ū ∈ GA
h /G

A∖Of

h denote the images of t, u. If f ∈ Z>0, then ū = 1
and hence also t̄ = 1, so that we are done. If f ̸∈ Z>0, then t = 1 and

GA
h /G

A∖Of

h
∼=

∏N−1
i=0 Ga, with F -action given by F ((xi)

N−1
i=0 ) = (xqi−1)

N−1
i=0

(the ith copy of Ga corresponds to F i(f)). Now, as u ∈ Uh ∩ FU−
h by as-

sumption, ū corresponds under this isomorphism to an element of the form

(a, 0, . . . , 0) with a ∈ Ga, and the equation
∏N−1

i=0 F i(ū) = 1 in GA
h /G

A∖Of

h

thus corresponds to (a, aq, . . . , aq
N−1

) = 0. Thus a = 0, i.e., ū = 1 and our
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original claim follows by induction on A. The claim immediately implies
S1,t = ∅ unless t = 1 and S1,1 = (G+

h )
F which proves the proposition. □

Proof of Corollary 1.3. Let r ∈ Z⩾1 such that χ factors through T+
r . It

follows from §2.7 that sχ,r = 2dim(Yr)− sχ = 2dim(U+
r ∩FU+

r )− sχ. Note
that

N dim(U+
r ∩ FU+

r ) = #(Φ̃+
r ∩ Φ̃aff) = dimG+

r − dimT+
r .

Thus

qsχ,rN/2 = qN dim(U+
r ∩FU+

r )− sχN

2 = qdim(G+
r /T+

r )− sχN

2

=
#(G+

r )
F

#(T+
r )F

· q−sχN/2.

Inserting this into the second formula of Proposition 6.1 gives the result. □

Corollary 6.2. Assume that p satisfies Condition 2.1. The varieties Yf for

f ∈ Φ̃+
r are maximal. In particular, the varieties X

(T0+)
r for r ∈ Z⩾0 are

maximal.

Proof. By definition we need to show that either Hs
c (Yf ,Qℓ) = 0 or FN acts

on Hs
c (Yf ,Qℓ) by the scalar (−1)sqsN/2 with sN even. By Proposition 5.3,

we can replace f with h = min{n ∈ Z : n ⩾ f}.
Assume that Hs

c (Yh,Qℓ) ̸= 0. Then there exists a character χ of T+
h

such that Hs
c (Yh,Qℓ)[χ] ̸= 0. By Theorem 5.5, s = sh,χ and FN acts on

Hs
c (Yh,Qℓ)[χ] by the scalar (−1)sqsN/2. It remains to show sN is even. In

view of Proposition 5.18, this question is combinatorial and we may assume
that q is a suitable prime number. Then it follows from Corollary 1.3 that
sχN is even. As s = 2dimYh−sχ, we deduce that sN is even as desired. □

7. Irreducibility

Until the end of this article we assume that (T,U) is a Coxeter pair.

Recall the minimal Drinfeld stratum X(T0+) of X ⊆ G from §4.3. We
have its subscheme Y and the slightly bigger subscheme

Z = X(T0+) ∩ TG+ = {g ∈ TG+ : g−1F (g) ∈ U ∩ FU}

We have the corresponding approximations Yr ⊆ G+
r and Zr ⊆ TrG+

r ; Yr
is equipped with an (G+

r )
F × (T+

r )
F -action and Zr is equipped with an

(TrG+
r )

F × TF
r -action.

In Theorem 5.5 we have seen that for any χ : (T+
r )

F → Q×
ℓ , H

∗
c (Yr)[χ]

is concentrated in one degree. By Lemma 4.3, the same holds also for Zr

for any character χ : TF
r → Q×

ℓ . Now we prove that these weight spaces are
irreducible as GF

r (resp. (G+
r )

F -)representations and pairwise distinct.
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Theorem 7.1. For any χ, χ′ : TF
r → Q×

ℓ we have〈
H∗

c (Zr)[χ], H
∗
c (Zr)[χ

′]
〉
(TrG+

r )F
=

{
1 if χ = χ′,

0 otherwise.

The same holds for Yr, when (Tr)
F , (TrG+

r )
F are replaced by (T+

r )
F , (G+

r )
F .

Proof. Let

Σ = {(y, x, x′) ∈ TrG+
r × (U+

r ∩ FU+
r )× (U+

r ∩ FU+
r ); y

−1xF (y) = x′},
equipped with TF

r ×TF
r -action by (t, t′) : (y, x, x′) 7→ (tyt′−1, txt−1, t′x′t′−1).

As in [DL76, §6.6] we have Σ ∼= (TrG+
r )

F \(Zr×Zr). It thus suffices to show
that H∗

c (Σ)
∼= H∗

c (TF
r ).

By Iwahori decomposition we have y = τy+y− with y+ ∈ U+
r , τ ∈ Tr and

y− ∈ U+
r . Then the equality y−1xF (y) = x′ is equivalent to

(a) y−1
+ τ−1xF (τ)F (y+)F (y−) = y−x

′.

By Theorem 3.1 (2) there is a unique pair (u1, u2) ∈ (U+
r ∩F−1U+

r )×U+
r

such that

(*) y−1
+ τ−1xF (τ)F (y+) = u2τ

−1F (τ)F (u1),

and moreover, the correspondence (τ, x, y+) 7→ (τ, u1, u2) gives an isomor-
phism

Tr × (U+
r ∩ U+

r )× U+
r
∼= Tr × (U+

r ∩ F−1U+
r )× U+

r .

Now the equality (a) becomes

(b) u2τ
−1F (τ)F (u1)F (y−) = y−x

′.

Write y− = y1y2 with y1 ∈ U+
r ∩ F−1(U+

r ) and y2 ∈ U+
r ∩ F−1(U+

r ). By
Theorem 3.1 (1), the map (x′, y2) 7→ u− := y2x

′F (y2)
−1 gives an isomor-

phism (FU+
r ∩ U+

r )× (U+
r ∩ F−1U+

r )
∼= U+

r . Thus the equality (b) becomes

(c) u2τ
−1F (τ)F (u1y1) = y1u−.

Write u1y1 = z1z0z2 with z1 ∈ F−1(U+
r ), z0 ∈ Tr and z2 ∈ F−1U+

r . Then
the equality (c) becomes

(d) u2
τ−1F (τ)F (z1)τ

−1F (τ)F (z0)F (z2) = y1u−.

It follows from (d) that u2 =
τ−1F (τ)F (z1)

−1, τ−1F (τ) = F (z0)
−1 and u− =

y−1
1 F (z2). Thus we deduce that
(e)

Σ ∼= {(τ, u1, y1) ∈ Tr×(U+
r ∩F−1U+

)×(U+
r ∩F−1U+

r ); τF (τ)
−1 = pr0(F (u1y1))},

where pr0 : TrG+
r
∼= U+

r × Tr × U+
r → Tr is the natural projection.

Note that (ζ, ξ) ∈ TF
r ×TF

r acts on Σ by (y, x, x′) 7→ (ζyξ−1, ζxζ−1, ξx′ξ−1).
Then (ζ, ξ) sends (τ, x, y+, y−) to (τζξ−1, ζxζ−1, ξy+ξ

−1, ξy−ξ
−1). Using the

relation (*) we see that (ζ, ξ) sends (u1, u2) to (ξu1ξ
−1, ξu2ξ

−1). Therefore,
in view of (e), (ζ, ξ) acts on Σ by sending (τ, u1, y1) to (τζξ

−1, ξu1ξ
−1, ξy1ξ

−1).
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Let η ∈ Tr. Consider the action of η on Σ by sending (τ, u1, y1) to
(τ, ηu1η

−1, ηy1η
−1). Then the action of Tr commutes with the action of

TF
r × TF

r . Thus, we have an TF
r × TF

r -equivariant isomorphism

H∗
c (Σ)

∼= H∗
c (Σ

Tr,red) ∼= H∗
c (TF

r ),

where Tr,red denotes the reductive part of Tr. Now the statement follows.
The proof for Yr is the same. □

8. Relation to the orbit method

Let r ∈ Z≥1 ∪ {∞}. We have the groups G+
r and T+

r and the variety Yr
with (G+

r )
F × (T+

r )
F -action (where we put Y∞ = Y , G+

∞ = lim←−r
G+

r and

similarly for T+
∞). Theorems 5.5 and 7.1 show that H

sχ,r
c (Yr,Qℓ)[χ] is an

irreducible (G+
r )

F -representation. On the other hand, if either r < p, or
r = ∞ and (G+

r )
F is uniform (see below), Kirillov’s orbit method attaches

irreducible (G+
r )

F -representations to adjoint (G+
r )

F -orbits in the dual of the
Lie algebra of (G+

r )
F . We state a conjecture about the relation between

these two constructions and verify it in a non-trivial case.

8.1. Review of the orbit method. The orbit method was originally de-
veloped by Kirillov [Kir62] and extended later to various related setups. We
briefly recall it in the two setups relevant for our article. We refer to [BS08]
(in particular, §2 therein), [BD10, §2] and [DdSMS99] and references therein
for more detailed discussions.

Assume that p > 2.3 For the first setup, recall that a uniform Lie algebra
is a (topological) Lie algebra g over Zp, which is free of finite rank as a
Zp-module and satisfies [g, g] ⊆ pg. Following Lazard, there is a pro-p group
Γ = exp g attached to g, whose underlying topological space is g and on
which the group law is defined (via exp and log) by the Campbell–Hausdorff
series. For Γ = exp g, one has mutually inverse homeomorphisms exp: Γ→ g
and log : g → Γ. Set up appropriately, the functor g 7→ exp g even defines
an isomorphism of categories. We denote the inverse functor by Γ 7→ log Γ.
A profinite group Γ is called uniform (short for uniformly powerful) if there
is a uniform Lie-algebra g with Γ ∼= exp g. There is a similar isomorphism
of categories between finite p-groups Γ of nilpotence class < p and finite
nilpotent Lie rings g of p-power order and nilpotence class < p. We use the
same notation as in the uniform pro-p case.

For the moment, let Γ be either

(i) a uniform pro-p group, or

(ii) a finite p-group of nilpotence class < p.

Let g = log Γ denote the corresponding uniform Lie Zp-algebra resp. finite

Lie ring. Let Γ̂ denote the set of isomorphism classes of smooth irreducible
Qℓ-representations of Γ. Note that there is an adjoint action of Γ on g. More

3This assumption can be weakened at the cost of more technical results.
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precisely, for any g ∈ Γ we have the automorphism Ad g : g → g given by
x 7→ log(g exp(x)g−1). Let

g∗ = Homcont(g,Q
×
ℓ ).

be the dual of g. The adjoint action of Γ on g induces an action of Γ on g∗.
Kirillov’s orbit method, in the present setup established in [BS08], describes

a natural bijection between Γ̂ and the set of Γ-orbits in g∗.

Theorem 8.1 (Theorem 2.6 in [BS08]). Assume p ≥ 3 and Γ is either
a uniform pro-p-group or a p-group of nilpotence class < p and let g =

Lie Γ. Then there exists a bijection Ω↔ ρΩ between Γ-orbits Ω ⊆ g∗ and Γ̂,
characterized by

tr(g, ρΩ) =
1

#Ω1/2
·
∑
f∈Ω

f(log(g)).

Groups of the form Γ = (G+
r )

F may or may not satisfy the assumptions
of Theorem 8.1, as the following examples show.

Example 8.2. Suppose r = ∞. Then Γ = (G+
r )

F is the maximal pro-p
subgroup of the parahoric group G(Ok). If char k = p, Γ always contains
torsion, and hence is never uniform. Suppose now that char k = 0. Then Γ
might or might not be uniform. For example, 1 + pMn(Zp) is uniform. On
the other hand, if k/Qp has ramification index e > 1, then 1 +ϖMn(Ok) is
not uniform. In general, it is true that a topological group has the structure
of a p-adic Lie group if and only if it contains an open uniform subgroup
[DdSMS99, Theorems 8.1 and 4.2].

Example 8.3. Suppose r < ∞. If x is hyperspecial, Γ = (G+
r )

F is of

nilpotency class ≤ r− 1 (as f(x) is integral for all f ∈ Φ̃, G+
r = G1

r , and the
subgroups {Gi

r}ri=1 form a central series of length r− 1). Thus if r ≤ p, the
orbit method applies to the finite p-group Γ. In contrast to Example 8.2,
there is no assumption on the characteristic of k.

8.2. Cohomological induction vs. the orbit method. For brevity we
write Γ = (G+

r )
F and Υ = (T+

r )
F . Note that Υ satisfies condition (i) or (ii) in

§8.1 and let t = logΥ denote its Lie algebra. As Υ is abelian, expΥ : t→ Υ is
not only a homeomorphism, but also an isomorphism of groups with inverse

logΥ. Also, as Υ is abelian, we may identify Υ̂ with Υ∗ := Homcont(Υ,Q
×
ℓ ).

By Theorem 1.1 we get a map

Rlog : t
∗ log∗Υ−→ Υ∗ → Γ̂,

where the second map is

χ 7−→ (−1)sχHsχ(Y,Qℓ)[χ]

On the other hand, Theorem 8.1 gives a map

ρ : g∗ → g∗/AdΓ
∼→ Γ̂
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where the first arrow is the natural projection. It is a natural question, how
these two maps are related, and we make the following conjecture in this
direction. Note that there is a canonical projection

δ : g ↠ t

(as on the level of (geometric points of) the Lie algebras, t is the weight 0
subspace of the adjoint representation of Υ on g; then one takes Frobenius
invariants). Let δ∗ : t∗ → g∗ be the dual map.

Conjecture 8.4. We have ρ ◦ δ∗ = Rlog.

With other words, if χ ∈ Υ̂ is a character, then Conjecture 8.4 predicts
that Hsχ(Yr,Qℓ)[χ] ∼= ρΩ, where Ω ∈ g∗/AdΓ is the orbit of δ∗(χ ◦ expΥ) =
χ◦expΥ ◦δ ∈ g∗. Note that to be able to state the conjecture we need (only)
Theorem 7.1 , but to verify it in a special case in §8.3 we use Theorem 5.5.

Remark 8.5. (1) Combined with [BD10, Theorems 2.9 and 2.11], Conjec-
ture 8.4 allows a realization of Hsχ(Yr,Qℓ)[χ] as an induced representation
(at least in the case when Γ is finite).

(2) In the light of Examples 8.2 and 8.3, Conjecture 8.4 says that χ 7→
Hsχ(Yr,Qℓ)[χ] is a generalization of the orbit method (for those adjoint

orbits containing an element of t) to all groups of the form Γ = (G+
r )

F .
The collection of all such groups is neither contained in, nor containing the
family of groups for which the orbit method applies.

8.3. An example. Assume that char(k) = p > 2, let G = GL2 and r = 3.
Let G be the standard model of G over Ok. We verify Conjecture 8.4 in this
case, that is for the group

Γ = 1 +ϖM2(Fq[[ϖ]])/1 +ϖ3M2(Fq[[ϖ]]),

where M2 denotes the 2× 2-matrices. (Γ is of nilpotency class 2 < p, hence
the orbit method applies.)

Write R := Fq[ϖ]/(ϖ2) with Frobenius σ(a + ϖb) = aq + ϖbq and let

R := R
σ
and R2 := R

σ2

. Write

x(g1, g3) := 1 +ϖ
(

g1 σ(g3)
g3 σ(g1)

)
∈ 1 +ϖM2(R) ∼=

1 +ϖM2(Fq[[ϖ]])

1 +ϖ3M2(Fq[[ϖ]])

with gi = gi0 +ϖgi1 ∈ R for i = 1, 3. Let F = Ad( 0 1
1 0 ) ◦ σ be the twisted

Frobenius on 1 + ϖM2(R), such that the diagonal torus in Γ becomes the
unramified elliptic torus. We get a presentation of Γ as

Γ ∼=
(
1 +ϖM2(R)

)F
= {x(g1, g3) : g1, g3 ∈ R2 for i = 1, 3} ,

which will be in use until the end of §8.3. Then Υ = {g3 = 0} ⊆ Γ and the
corresponding deep level Deligne–Lusztig space Y3 is given by

Y3 =
{
x(v1, v3) ∈ 1 +ϖM2(R) : detx(v1, v3) ∈ R×}
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The condition detx(v1, v3) ∈ R× is equivalent to the conditions v10 ∈ Fq2

and vq
2

11 − v11 = vq
2+q

30 − vq+1
30 . Next we describe how Γ and Υ act on a point

x(v1, v3) ∈ Y3. Let t = x(τ, 0) ∈ Υ with τ = τ0 + ϖτ1 ∈ R2. Then for we
have

x(v1, v3).t = x(v10 + τ0 +ϖ(v11 + τ1 + v10τ0), v30 +ϖ(v31 + v30τ0)).

Let g = g(g1, g3) ∈ Γ. Then

g.x(v1, v3) = x(v10 + g10+ϖ(v11 + g11 + g10v10 + gq30v30),

v30 + g30 +ϖ(v31 + g31 + g30v10 + gq10v30)).

Lemma 8.6. There exists a constant C ∈ Q× such that for all g = x(g1, g3) ∈
Γ one has

tr(g,Hsχ(Y3,Qℓ)[χ]) =


Cq · χ(x(g1, 0)) if g30 = 0,

C ·
∑

λ∈Fq2 : λ
q+λ=gq+1

30

χ(x(g10 +ϖ(g11 − λ), 0)) otherwise.

Proof. Y3 is defined over Fq2 . Combining Theorem 5.5 with [Boy12, Lemma

2.12], we see that there is some C1 ∈ Q×, such that for any g = g(g1, g3) ∈ G,

tr(g, |Rχ|) = C1 ·
∑
t∈T

#Sg,t · χ(t),

where
Sg,t = {x ∈ X : g.F 2(x) = x.t}.

Write t = x(τ, 0). Using the above description of the actions on X, one
easily sees that Sg,t = ∅ unless g10 = τ0. Assume that g10 = τ0 holds. Using
the determinant condition above, one easily deduces that #Sg,t = q6 ·#S′

g,t,
where

S′
g,t = {v30 ∈ Fq2 : v30 − v

q2

30 = g30 and g11 − τ1 − gq+1
30 = vq30g30 − v30g

q
30}

If g30 = 0, the claim of the lemma becomes clear now. Assume g30 ̸= 0.
Suppose first that τ1 is such that S′

g,t ̸= ∅. Then, if v30 ∈ S′
g,t is arbitrary,

writing y := vq30g30 − v30g
q
30 we see (using that vq

2

30 = v30 − g30) that yq =

−y−gq+1
30 . But on the other hand, g11−τ1 = y+gq+1

30 , and hence we deduce
(using that g30 ∈ Fq) that

(g11 − τ1)q + (g11 − τ1) = (y + gq+1
30 )q + (y + gq+1

30 ) = yq + y + 2gq+1
30 = gq+1

30 .

With other words, S′
g,t = ∅, unless

(8.1) (g11 − τ1)q + (g11 − τ1) = gq+1
30 .

Assume now that this equality holds. Note that vq30g30− v30g
q
30 = g11− τ1−

gq+1
30 , regarded as an equation in v30, has precisely q different solutions in

Fq (as g30 ̸= 0). Moreover, if v30 is one of its solutions, then (applying the
transformationX 7→ Xq+X to both sides of this equation) one verifies using

(8.1) that v30 also satisfies vq
2

30 − v30 = −g30, that is v30 ∈ S′
g,t. Altogether,
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#S′
g,t = q if (8.1) holds and #S′

g,t = 0 otherwise. The lemma follows
immediately from this by taking λ := g11 − τ1 for those τ1 which satisfy
(8.1). □

Now we consider the orbit method side. Write y(g1, g3) := x(g1, g3)− 1 ∈
ϖM2(R) = g = Lie Γ. The map log : Γ → g is given by log(1 + ϖz) =

ϖz − ϖ2z
2 . Let

δ : g→ t, y(g1, g3) 7−→ y(g1, 0) and let ε := χ ◦ expT ◦δ ∈ g∗.

Consider first the Γ-orbit Ωδ of δ (Γ acts on the first factor in Hom(g, t) by
conjugation). First, note that the action of Γ factors through Γ = (G+

3 )
F ↠

(G+
2 )

F = 1 +ϖM2(Fq2). Moreover, for h = x(h10, h30) ∈ (G+
2 )

F we have

(Adh)(δ)(y(g1, g3)) = δ(hy(g1, g3)h
−1)

= y(g10 +ϖ(g11 + hq10g30 − h10g
q
30), 0) =: δh10(g).

Thus, Ωδ = {δh10 : h10 ∈ Fq2} has cardinality q2. As expΥ is an isomor-
phism, the Γ-orbit ΩexpΥ ◦δ = expΥ ◦Ωδ of expΥ ◦δ ∈ Hom(Γ, t) has the same
cardinality as Ωδ. Let now h10 ̸= h′10 ∈ Fq2 . An easy computation shows
that χ ◦ expΥ ◦δh10 = χ ◦ expΥ ◦δh′

10
if and only if χ|1+ϖ2F−

q
is trivial, where

we set F−
q := {x ∈ Fq2 : x+ xq = 0}.

Suppose first that χ|1+ϖ2F−
q
non-trivial. Then composition with χ ◦ expΥ

induces a bijection Ωδ
∼→ Ωε. Unraveling the trace formula from Theorem

8.1 we then that for g = x(g1, g3):

(8.2) tr(g, ρΩε) = C2 ·
∑

α∈Fq2

χ(x(g10 +ϖ(g11 −
gq+1
30

2
+ αqg30 − αgq30))),

for some constant C2 ∈ Q×. If g30 = 0, this clearly agrees with the trace
from Lemma 8.6 up to a (non-zero) scalar. Assume g30 ̸= 0. Then the
homomorphism α 7→ αqg30 − αgq30 : Fq2 → Fq2 is easily seen to have image

F−
q . Thus, (8.2) transforms to

tr(g, ρΩε) = C2 · q
∑
µ∈F−

q

χ(x(g10 +ϖ(g11 −
gq+1
30

2
+ µ)))

Now it is immediate to check that the map µ 7→ λ :=
gq+1
30
2 − µ defines a

bijection between F−
q and the set {λ ∈ Fq : λ

q + λ = gq+1
30 }. Thus the trace

of ρΩε agrees with the trace from Lemma 8.6 up to a non-zero scalar, which
does not depend on g. As we know that Hsχ(Y3,Qℓ)[χ] and ρΩε are both
irreducible Γ-representations, it follows that they must be isomorphic.

In the case that χ|1+ϖ2F−
q

is trivial, a similar (and easier) computation

leads to the same conclusion. Altogether we have shown:

Proposition 8.7. For ε = χ ◦ expΥ ◦δ we have Hsχ(Y3,Qℓ)[χ] ∼= ρΩε as
Γ-representations. Thus, Conjecture 8.4 holds for Γ.
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Appendix A. Algorithm for the Steinberg cross-section

The algorithm used in the proof of Proposition 3.1 consists of two proce-
dures (implemented in SAGE, v8.6), which we now describe.

find candidate for one step (procedure 1):
Input: an element w ∈W , a set Ψ ⊊ Φ+ of positive roots
Output: a (non-empty) set of positive roots or False.

1. Compute the set Φw = {α ∈ Φ+ : wσ(α) < 0}.
2. Set Φ+∖Ψ = {β1, . . . , βs} with s ≥ 1.

3. For i running through 1, 2, . . . , s do:

3.1. Set Ψ
(i)
1 = Ψ ∪ {βi} and Ψ

(i)
2 = Ψ

(i)
1 ∖Φw.

3.2. Check whether the following conditions hold: (a) Ψ
(i)
1 and Ψ

(i)
2 are

closed under addition; (b) for all α, β ∈ Ψ
(i)
1 such that α+ β ∈ Φ+, one

has α+ β ∈ Ψ
(i)
2 ; (c) wσ(Ψ

(i)
2 ) ⊆ Ψ

(i)
1 .

3.3 If (a)-(c) hold, return Ψ
(i)
1 and stop. Otherwise continue with the next

i.

4. Return False.

iterate steps (procedure 2):
Input: an element w ∈W , and Ψ, which is either a subset of Φ+ or False.
Output: a (non-empty) set of positive roots or False or True.

1. Compute the set Φw := {α ∈ Φ+ : wσ(α) < 0}.
2. If Φw = Φ+, return True and stop.

3. If find candidate for one step(w,Ψ) = False, return False and stop.

4. If Ψ = Φ+, return True and stop.

5. Set Ψ′ :=find candidate for one step(w,Ψ). Return iterate steps(w,Ψ′).

To check if Lemma [Iva23a, Lemma 5.7] holds for an element w ∈W , one
runs the (recursive) procedure iterate steps with arguments w and Φw =
{α ∈ Φ+ : wσ(α) < 0}. The recursion stops after finitely many steps. If
the final output is True, the lemma holds. This holds true if w is twisted
Coxeter.

Remark A.1. Note that the final output True of iterate steps(w,Φw) is a
sufficient but not a necessary condition for Lemma [Iva23a, Lemma 5.7] to
hold for w ∈W . In fact, there are (non-Coxeter) elements w ∈W for which
[Iva23a, Lemma 5.7] holds true, but iterate steps(w,Φw) outputs False.
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